An Algorithm for Determination of Projectile Attitude Angles in Projectile Trajectory Prediction
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Abstract: A fast and accurate algorithm is established in this paper to increase the precision of ballistic trajectory prediction. The algorithm is based on the six-degree-of-freedom (6DOF) trajectory equations, to estimate the projectile attitude angles in every measuring time. Hereby, the algorithm utilizes the Davidon-Fletcher-Powell (DFP) method to solve nonlinear equations and Doppler radar trajectory test information containing only position coordinates of the projectile to reconstruct the angular information. The "position coordinates by the test" and "angular displacements by reconstruction" at the end phase of the radar measurement are used as an initial value for the trajectory computation to extrapolate the trajectory impact point. The numerical simulations validate the proposed method and demonstrate that the estimated impact point agrees very well with the real one. Moreover, other artillery trajectory can be predicted by the algorithm, and other trajectory models, such as 4DOF and 5DOF models, can also be incorporated into the proposed algorithm.
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0 Introduction

Artillery weapons have drawn great attention from many countries since they are praised as the "god of war" and plays a very important role in land battles[1]. The trajectory prediction, which is tantamount to acquire the position of the origin or impact point of a trajectory using the radar data, is extremely significant for a artillery combat chain[2]. The accurate prediction of the impact point can be beneficial to the power of artillery, and can improve the accuracy of shooting and its amending[3]. To predict the impact point of ballistic projectiles is a very critical and relevant problem which has applications in area defense[4].

One of the earliest studies of trajectory prediction and determination was conducted by Johann Heinrich Lambert (1728–1779). His method was used for spacecraft trajectory prediction in order to solve an orbital boundary value problem. Although this research effort focused on the prediction of ballistic trajectories, Lambert’s theorem is helpful to calculate the elliptical parameters of the trajectory to generate an estimate. Utilizing this method, the transfer trajectory between two points can be calculated given a transfer time. The technique is based upon an iterative solution that converges on the semi-major axis of the transfer ellipse and is relevant to the problem considered in this study since it provides a methodology for estimating a trajectory as a solution to a two-point boundary value problem[5].

Isaacson and Vaughan[6] described a method of estimating and predicting ballistic trajectories using a Kalman filter. A template was developed using missile range and altitude data by modeling
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the ballistic missile flight over a spherical, non-rotating Earth. The trajectory was used as a baseline from which perturbations of the actual trajectory were calculated. The missile trajectory was observed using a pair of geosynchronous satellites. The method was used to determine uncertainties in the missile launch point and missile position during flight.

Danis\(^\text{[7]}\) developed a method for estimating ballistic missile launch parameters using a single pair of angle measurements taken from two satellites, or utilizing both measurements taken from a single satellite. Using a priori information about the trajectory and launch time, the launch location and missile heading were calculated from the geometric relationship between the missile and satellite position. If sufficient measurements were taken during the missile flight, a Kalman filter was used to assess measurement errors and refine the launch parameter estimation.

Eric et al.\(^\text{[5]}\) used the three-degree-of-freedom trajectory equations for trajectory prediction. Khalil et al.\(^\text{[9,16]}\) established the modified point mass model for projectile trajectory based on the discrete time transfer matrix method, and further reconstructed the repose angle at any measuring time instant. Wu et al.\(^\text{[11]}\) used the ADS-B fusion algorithm for trajectory prediction. No matter what the method was, the purpose was to rapidly obtain an accurate impact point. It should be mentioned that different ballistic models have different calculation precisions.

Further, the precision of the initial value has a great influence on the calculation precision of all kinds of external ballistic equations\(^\text{[12]}\). The common models used for the motion of a projectile include: Point mass trajectory model (the 3DOF model, herein, DOF is the degree-of-freedom), modified point mass trajectory model (the 4DOF model), and rigid body trajectory model (the 6DOF model). These models are different from each other in their preliminaries, physical assumptions, aerodynamic parameters involved, computational speeds and accuracies. Therefore, one should make a reasonable choice according to a specific situation. The 3DOF model is only concerned with three position coordinates of a projectile, and used to rapidly estimate the approximate impact point of a relatively poor precision. The 4DOF model further considers the repose angle of a projectile\(^\text{[13]}\), and is generally used when the firing angle is less than \(50^\circ\), or when the ascent stage of the anti-aircraft gun and the navy gun are against air targets\(^\text{[14]}\). The 6DOF model not only considers the projectile’s position using three coordinates, but also its orientation using three angular displacements. The 6DOF model has the best accuracy when the initial values of the integral variables are precisely known. The difficulty of applying 6DOF model lies in the acquisition of these initial values. A possible way is to utilize the trajectory radar which can measure position and velocity of a projectile. However, the information of orientation and angular velocity is not included.

It is well known that the Kalman filter is widely used in parameter estimation for predictive target tracking\(^\text{[15-17]}\). However, if there are position coordinates by the radar test, instead of angle measurements, the projectile attitude angles can not be estimated by the Kalman filter.

In order to improve the precision of ballistic trajectory prediction, we propose an algorithm to estimate the projectile attitude angles based on the 6DOF trajectory model. Hereby, the algorithm utilizes the Davidon-Fletcher-Powell (DFP) method in solving nonlinear equations and radar trajectory test information containing only position coordinates of the projectile to reconstruct the angular displacements.

The DFP formula finds the solution to the secant equation that is the closest to the current estimate and satisfies the curvature condition. It was the first quasi-Newton method to generalize the secant method to a multi-dimensional problem. This update maintains the symmetry and positive definiteness of the Hessian matrix\(^\text{[18]}\).

Due to the particularity of the artillery, and missile environment of high temperature and high pressure, high overload, high speed rotation, and
space and the deficiency of the sensor is expensive, installed the sensor on the projectile is difficult. Fewer people are choosing to install sensors on ordinary projectiles. In this paper, an algorithm based on the six-degree-of-freedom (6DOF) trajectory equations is developed and presented to estimate the projectile attitude angles in every measuring time. The proposed method is proved by experiment and the experiment demonstrates that the algorithm has good prediction effect using the 6DOF trajectory model.

The passive trajectory of other artillery or use other trajectory models such as 4DOF and 5DOF models can also be incorporated into the proposed algorithm.

1 Mathematical Model of Exterior Ballistic

Considering the dynamic unbalance, mass ec-

\[
\frac{d\dot{y}}{dt} = -\dot{\varphi}_a \sin \varphi_2 - \dot{\varphi}_2 \cos \varphi_2 \cos \varphi - k_{\text{d}} (\dot{\gamma} + \dot{\varphi}_a \sin \varphi_2) v_x
\]

\[
\frac{d\dot{\varphi}_a}{dt} = M_r (\cos \delta_1 \sin \delta_2 \sin \alpha + \sin \delta_2 \cos \alpha) + M_f (\cos \delta_1 \sin \delta_2 \cos \alpha - \sin \delta_2 \cos \alpha)
\]

\[
\frac{(2A - C) \dot{\varphi}_a \sin \varphi_2 - C \dot{\varphi}_2}{A \cos \varphi_2}
\]

\[
\frac{d\varphi_a}{dt} = M_r (\cos \delta_1 \sin \delta_2 \cos \alpha - \sin \delta_2 \sin \alpha) - M_f (\cos \delta_1 \sin \delta_2 \cos \alpha + \sin \delta_2 \cos \alpha)
\]

\[
(1 - \frac{C}{A}) \dot{\varphi}_2 \cos \varphi_2 \sin \varphi + \dot{\varphi}_2 \cos \varphi_2 \cos \varphi + k_{\text{d}} \dot{\varphi}_2 v_x + \left(1 - \frac{C}{A}\right) \left(\dot{\gamma} \beta_0 - \dot{\gamma} \beta_1\right) + \frac{mL_m}{A} \dot{v}_x
\]

where \(x, y, z\) are the coordinates of the projectile geometry center in the ground coordinate system; \(v_x, v_y, v_z\) the components of the velocity of the projectile geometry center in the ground coordinate system; \(m\) is the mass of the projectile; \(A\) the equatorial rotational inertia of the projectile, \(C\) the polar moment of inertia of the projectile, \(g\) the gravitational acceleration, \(v\) the relative atmospheric velocity, \(w\) the velocity of the longitudinal wind, \(\dot{v}\) the velocity of the cross wind, \(\dot{\gamma}\) the relative acceleration, \(R\), the drag force, \(R\), the lift force, \(R\), the Magnus force, \(\varphi\), the relative deflection angle, \(\theta\) the relative ballistic inclination angle, \(\delta\), the relative angle of attack, \(\delta_1\), the projection of the relative angle of attack on the vertical plane, \(\delta_2\), the projection of the relative angle of attack on the lateral plane, \(\dot{\psi}\), the relative declination angle velocity, \(\dot{\theta}\) the trajectory inclination angle velocity, \(\alpha\), the relative aiming angle, \(k_{\text{d}}\) the polar damping moment coefficient, \(k_{\text{d}}\) the equator torque damping coefficient, \(M_r\) the Magnus moment, and \(M_f\) the stable moment, \(\beta_0\) and \(\beta_1\) are the projections of dynamic unbalance angle \(\beta\) in axis \(\gamma\) and \(\xi\) of the \(o, \dot{\psi}\), respectively, \(L_w\) and \(L_m\); the projections of mass eccentricity \(L_m\) in axis \(\eta\) and \(\xi\) of the \(o, \dot{\psi}\), respectively.

2 Determination Algorithm for Projectile Attitude Angles

When computing the 6DOF trajectory model, one needs to provide 12 independent initial values including \((x, y, z, v_x, v_y, v_z, \dot{\gamma}, \dot{\psi}, \dot{\varphi}_a, \dot{\varphi}_2, \dot{\gamma})\)
\( \dot{\psi}_2 \). On one hand, however, only the first 6 quantities, namely \((x, y, z, v_x, v_y, v_z)\), can be obtained from radar test data; on the other hand, the initial value of the spin angle \( \gamma \) may not influence the motion of the projectile since it does not explicitly appear in the motion equations, Eqs. (7)–(12). Consequently, how to obtain the angular velocity of spinning, two angles of oscillation, and two angular velocities of oscillation (\( \dot{\gamma}, \dot{\phi}_x, \dot{\phi}_z, \ddot{\psi}_2 \)), will be studied in this paper.

If the radar data at time instant \( t_i \) and \( t_{i+1} \) are known, one can expand the positions of a projectile using a second-order Taylor series at \( t_i \) as

\[
X_{i+1} = X_i + V_i \Delta t + \frac{1}{2} A_i \Delta t^2 \tag{8}
\]

where \( X_i \) and \( X_{i+1} \) are the position coordinates of the projectile at \( t_i \) and \( t_{i+1} \), respectively; \( V_i \) is the velocities of the projectile at \( t_i, \Delta t = t_{i+1} - t_i \), the difference between \( t_i \) and \( t_{i+1} \), \( A_i \) is the accelerations of the projectile at \( t_i \).

Further, it can be deduced that \( A_i = \frac{2}{\Delta t^2} (X_{i+1} - X_i - V_i \Delta t) \). Moreover, \( A_i \) can also be expressed as \( \left( \frac{dv_x}{dt}, \frac{dv_y}{dt}, \frac{dv_z}{dt} \right) \), where the \((x, y, z, v_x, v_y, v_z)\) at \( t_i \) and \((x, y, z, v_x, v_y, v_z)_{i+1} \) at \( t_{i+1} \) can be obtained from radar measurement. On the right side of Eqs. (7)–(9), only the angular velocity of spinning and the two angles of oscillation (\( \dot{\gamma}, \phi_x, \phi_z \)), are unknown and independent, therefore, \( \left( \frac{dv_x}{dt}, \frac{dv_y}{dt}, \frac{dv_z}{dt} \right) \) can be considered as a nonlinear function with respect to \((\dot{\gamma}, \phi_x, \phi_z)\), at \( t_i \), namely \( F_i(\dot{\gamma}, \phi_x, \phi_z) = A_i - \frac{2}{\Delta t^2} (X_{i+1} - X_i - V_i \Delta t) \). By solving \((\dot{\gamma}, \phi_x, \phi_z)\), the problem is transformed into solving a ternary nonlinear equation as follows

\[
\begin{cases}
F_x(\dot{\gamma}, \phi_x, \phi_z) = 0 \\
F_y(\dot{\gamma}, \phi_x, \phi_z) = 0 \\
F_z(\dot{\gamma}, \phi_x, \phi_z) = 0
\end{cases} \tag{9}
\]

Solving nonlinear equations have a wide range of applications. Typically, the nonlinear equation is numerically solved by iteration methods. Common methods include the fixed point iteration method. Newton iterative method and Quasi Newton iterative method.

DFP method avoids obtaining inverse matrix in its iteration formula, thus increases the speed of calculation\([16]\).

Given a function \( f(x) \), its gradient (\( \nabla f \)), and positive definite Hessian matrix \( B \), the Taylor series is

\[
f(x_k + s_k) = f(x_k) + \nabla f(x_k)^T s_k + \frac{1}{2} s_k^T B s_k \tag{10}
\]

and the Taylor series of the gradient itself (secant equation)

\[
\nabla f(x_k + s_k) = \nabla f(x_k) + B s_k \tag{11}
\]

is used to update \( B \). The DFP formula finds a solution that is symmetric, positive definite and closest to the current approximate value of \( B_k \)

\[
B_{k+1} = (I - \gamma_k y_k s_k^T)B_k (I - \gamma_k s_k y_k^T) + \gamma_k y_k y_k^T \tag{12}
\]

where

\[
y_k = \nabla f(x_k) - \nabla f(x_{k-1}) \tag{13}
\]

\[
\gamma_k = \frac{1}{y_k^T s_k} \tag{14}
\]

and \( B_k \) is a symmetric and positive definite matrix. The corresponding update to the inverse Hessian approximation \( H_k = B_k^{-1} \) is given by

\[
H_{k+1} = H_k - \frac{H_k y_k y_k^T H_k}{y_k^T H_k y_k} + s_k s_k^T \tag{15}
\]

\( B \) is assumed to be positive definite, and the vectors \( s_k \) and \( y \) must satisfy the curvature condition

\[
s_k^T y_k = s_k^T B s_k > 0 \tag{16}
\]

We solve \((\dot{\gamma}, \phi_x, \phi_z)\), based on the DFP method.

In a similar way, known the radar data at \( t_{i+1} \) and \( t_{i+2} \), one can calculate \((\dot{\gamma}, \phi_x, \phi_z)_{i+1} \). Hereby, the \((\phi_x, \phi_z)\), at \( t_i \), can be approximately evaluated by

\[
(\dot{\phi}_x, \dot{\phi}_z) \approx \frac{(\phi_x, \phi_z)_{i+1} - (\phi_x, \phi_z)_i}{t_{i+1} - t_i} \tag{17}
\]

The schematic diagram for a cycle is shown in Fig. 1.

Specific steps are as follows:

**Step 1** Acquire the radar data from the measurement on the coordinates and velocities of the projectile at \( t, t_{i+1} \) and \( t_{i+2} \), namely \((X, V)\), \((X, V)_{i+1}\), \((X, V)_{i+2}\).

**Step 2** Use \((X, V)\), and \((X, V)_{i+1}\) to calculate \((\dot{\gamma}, \phi_x, \phi_z)\), by DFP method:
late \( \phi_1, \phi_2 \), by difference quotient.

Up to now, \((\gamma, \varphi_1, \varphi_2, \varphi_3, \varphi_4)\), has been obtained. Its basic idea is to use three consecutive test data of position and velocity of the projectile to solve the angles on the first point. Along with the position and velocity data by radar measurement, the initial values \((x, y, z, v_x, v_y, v_z, \gamma, \varphi_1, \varphi_2, \varphi_3, \varphi_4)\), of exterior ballistic equations are all known. Further, the 6DOF trajectory model can be solved, and the impact point can be computed. The cycle stops when \(n\) is the last point of radar test data.

The flow chart of the algorithm is shown in Fig. 2.

\[\begin{align*}
\text{Step 3} & \quad \text{Use } (X, V)_{i+1} \text{ and } (X, V)_{i+2} \text{ to calculate } (\gamma, \varphi_1, \varphi_2)_{i+1} \text{ by DFP method;} \\
\text{Step 4} & \quad \text{Use } (\varphi_1, \varphi_2), \text{ and } (\varphi_1, \varphi_2)_{i+1} \text{ to calculate}
\end{align*}\]

Fig. 1 Calculating diagram within a loop

Fig. 2 Flow chart of 6DOF trajectory prediction method

3 Simulation and Experimental Verification

3.1 Simulation verification of the projectile’s angles and angular velocities

Since the radar test data does not contain angles information, a simulation method is adopted to verify the calculation precision of the angles. Hereby, a 155 mm spin-stabilized projectile is studied for ballistic simulation. The mass of the projectile is 45.678 kg; its equator moment of inertia is 1.785 kg·m², polar moment of inertia 0.164 3 kg·m², twist rate of rib rifling 0.141 260 16, length of rifling 6.41 m. The atmospheric density, the variation of speed of sound, and aerodynamic coefficient can be referred to Ref. [1].

The ballistic data can be generated by using the 6DOF trajectory model as "the simulated radar data".

First of all, the trajectory simulation is carried out based on three elevation angles including 35°, 49°, 65° (low, common, high), and direction angle 0°. Basic parameters are shown in the Table 1.

<table>
<thead>
<tr>
<th>Case</th>
<th>Caliber/mm</th>
<th>Muzzle velocity/(m·s⁻¹)</th>
<th>Elevation angle/(°)</th>
<th>Initial angular rate/(rad·s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>155</td>
<td>980,57</td>
<td>35</td>
<td>1 663,97</td>
</tr>
<tr>
<td>2</td>
<td>155</td>
<td>980,57</td>
<td>49</td>
<td>1 663,97</td>
</tr>
<tr>
<td>3</td>
<td>155</td>
<td>980,57</td>
<td>65</td>
<td>1 663,97</td>
</tr>
</tbody>
</table>

Assume the simulated trajectory as a "simulated radar data", and take the results of the simulation from 1 to 2 s after launch, the time step is set to be 0.01 s. Thereby, total 100 positions and velocity coordinates, as well as orientation angles and their time derivatives will be generated at the 100 time instant. By substituting these 100 "simulated radar data" of position and velocity coordinates into the proposed attitude angles determination algorithm, one can finally compare the calculated results with the "simulated radar data" of at-
titude angles and their time derivatives.

Figs. 3—11 show the comparison between the "simulated radar data" and estimated results by the algorithm in the case of 35° low elevation angle, 49° common elevation angle and 65° high elevation angle, respectively. It can be seen that the estimated angles and their time derivatives using the algorithm 6DOF (6 degree of freedom estimated) are in good agreement with the simulated radar data, which validates the algorithm in the case of the common, high and low elevation angles, respectively.

![Fig. 3](image) The spin rate versus time for comparison in the case of 35° elevation angle

![Fig. 4](image) The pitch angle versus time for comparison in the case of 35° elevation angle

![Fig. 5](image) The yaw angle versus time for comparison in the case of 35° elevation angle

![Fig. 6](image) The spin rate versus time for comparison in the case of 49° elevation angle

![Fig. 7](image) The pitch angle versus time for comparison in the case of 49° elevation angle

![Fig. 8](image) The yaw angle versus time for comparison in the case of 49° elevation angle

![Fig. 9](image) The spin rate versus time for comparison in the case of 65° elevation angle
3.2 Results of ballistic test

In order to further verify the algorithm in this article, some firing tests have been implemented with an elevation angle of 45° and a direction angle of 0°.

Hereby impact points of four projectiles are shown in Table 2.

In the aforementioned table, the first 10th measuring filtered points from Doppler radar test for the first projectile are shown in Table 3.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Four impact points of projectiles in the firing test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Time/s</td>
</tr>
<tr>
<td>Real radar data 1</td>
<td>92.38</td>
</tr>
<tr>
<td>Real radar data 2</td>
<td>92.27</td>
</tr>
<tr>
<td>Real radar data 3</td>
<td>92.47</td>
</tr>
<tr>
<td>Real radar data 4</td>
<td>93.47</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>The first 10th measuring filtered points of the first projectile from Doppler radar test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time/s</td>
<td>Range/m</td>
</tr>
<tr>
<td>2.00</td>
<td>11772.28</td>
</tr>
<tr>
<td>2.01</td>
<td>1182.955</td>
</tr>
<tr>
<td>2.02</td>
<td>1188.626</td>
</tr>
<tr>
<td>2.03</td>
<td>1194.287</td>
</tr>
<tr>
<td>2.04</td>
<td>1199.947</td>
</tr>
<tr>
<td>2.05</td>
<td>1205.612</td>
</tr>
<tr>
<td>2.06</td>
<td>1211.277</td>
</tr>
<tr>
<td>2.07</td>
<td>1216.935</td>
</tr>
<tr>
<td>2.08</td>
<td>1222.589</td>
</tr>
<tr>
<td>2.09</td>
<td>1228.240</td>
</tr>
</tbody>
</table>

3.3 Test verification on projectile’s position and velocity coordinates

Substituting the Doppler radar test data in Table 3 into the trajectory prediction algorithm and computing the impact point using the 6DOF trajectory model with the estimated initial values, one can compare the actual test data (Real radar data) with the simulation data (6DOF estimated), as shown in Figs. 12—16.

3.4 Test verification on the prediction of projectile’s impact point

The error of projectile’s impact point can be defined as

\[
\epsilon = \frac{\text{estimated} - \text{real}}{\text{real}} \times 100 \quad (18)
\]

where ESTIMATED is the impact point of estimated by the proposed algorithm, and REAL the real radar data.
Table 4 shows the error analysis of the prediction of the projectile’s impact point with an elevation angle of 45°. The error between the algorithm results and real data is small, with a slight deviation in the Z direction. From the meteorological conditions of the test, the high altitude wind speed, which can reach 62—77 m/s in the vertex height, is very large. In such case, high altitude wind measurement error will be relatively large. However, the accuracy of the prediction is acceptable in engineering scale. This deviation may be caused due to two reasons; one is measuring error of meteorological conditions; the other is the poor state of the artillery used, resulting in a relatively large initial disturbance.

The experiment validates that the algorithm
has good prediction effect using the 6DOF trajectory model.

4 Conclusions

In this paper, a determination algorithm used DFP method to solve nonlinear equations is applied to estimate projectile’s attitude angles at the end phase of the radar data of the projectile trajectory test. We established the determination algorithm of the projectile’s attitude angles for trajectory prediction, and extrapolated the impact point. In order to verify the proposed method, the trajectory simulation was implemented based on three elevation angles, 35°, 49°, 65° as the "simulated radar data". By substituting 100 "simulated radar data" of position and velocity coordinates into the proposed attitude angles determination algorithm, one can compare the estimated results with the "simulated radar data" of attitude angles and their time derivatives. Good agreement has been achieved in the result. The firing test is carried out and the real radar data are substituted into the algorithm for trajectory prediction. The prediction and the actual curves agree very well, and the error is acceptable within engineering scope.

Not only the projectile but also the other artillery trajectory can be predicted by the algorithm. The proposed algorithm can also be extended to trajectory prediction using other trajectory models such as 4DOF and 5DOF models. This article provides a novel technical foundation for evaluating the dynamic performance and improving the accuracy of artillery trajectory prediction.
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