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Abstract: Numerical treatment of engineering application problems often eventually results in a solution of sys-

tems of linear or nonlinear equations. The solution process using digital computational devices usually takes

tremendous time due to the extremely large size encountered in most real-world engineering applications. So.

practical solvers for systems of linear and nonlinear equations based on multi graphic process units (GPUs) are

proposed in order to accelerate the solving process. In the linear and nonlinear solvers, the preconditioned bi-con-

jugate gradient stable (PBi-CGstab) method and the Inexact Newton method are used to achieve the fast and sta-

ble convergence behavior. Multi-GPUs are utilized to obtain more data storage that large size problems need.
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INTRODUCTION

Mathematical modeling of engineering prob-
lems often leads to systems of linear or nonlinear
equations. The solution of such resulting equa-
tions utilizing numerical tools via digital computa-
tional devices is usually of very time-consuming,
because most real-world engineering applications
are often of extremely large size for computation.
In this paper, with the Inexact Newton method
and the preconditioned bi-conjugate gradient sta-
ble (PBi-CGstab) method, linear and nonlinear
solvers based on muti graphic process units
(GPUs) are proposed for large scale problems.

General purpose GPU (GPGPU) technique
denotes the implementation of general purpose
computing by using programmable GPUs"'. Tt
has been widely applied in many computational
areas owing to its more powerful floating calcula-

tion abilities and wider bandwidth compared with

Article ID:1005-1120(2011)03-0300-09

the traditional CPU™*). Furthermore. the inher-
( SIMD )

mechanism for GPGPU operation renders this

ent single-instruction-multiple-data

technique suitable for massively loaded calcula-
tions.

A serial of GPU-based linear algebra opera-
tions were proposed by Kriiger et al in 2003,
The first GPU-based conjugate gradient solver for
unstructured matrices was proposed by Bolz et
al®l. Buatois et al proposed a general sparse lin-
ear solver using CG method in 2 0 0 9 . Cevahir
et al developed a fast CG based on GPUs with
some novel optimization techniques™. These arti-
cles show great speedup ratio of GPU to CPU.

In early work, Zhong and Liu proposed a fast
solver which has a great speedup ratio about 30
on single GPU™!., In this paper, multi-GPUs are
used to obtain more data storage space that large
size problems need. In the case of linear solver,

the Bi-CGstab method can afford to solve the sys-
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tem of linear equations with non-symmetric ma-
trix which cannot be solved by the CG method. A
better convergence of the method is achieved by
using the precondition strategy. For the nonlinear
solver, Inexact Newton method is utilized. The
grid generation project in computational fluid dy-
namics is used to test the practicability of linear
and nonlinear solvers, in which systems of linear
and nonlinear equations are solved in order to ob-

tain the coordinates of grid nodes.

1 COMPUTE UNIFIED DEVICE
ARCHITECTURE

The compute unified device architecture
(CUDA)™! is a GPU architecture manufactured
by NVIDIA. CUDA GPU contains a number of
SIMD multiprocessors. Each multiuprocessor
contains its own shared memory, read-only con-
stant, and texture caches that are accessible by all
processors on the multiprocessor. GPU has a de-
vice memory which is accessible by all multipro-
cessors.

CUDA GPU devices run a high number of
threads in parallel. Threads are grouped together
as thread blocks. Each block of threads is execut-
ed on the same multiprocessor and can communi-
cate through fast shared memory.

Threads in different blocks can communicate
only through device memory. Access to the device
memory is very slow compared with the shared
memory. Device memory accesses should be as
refrained as possible, and these accesses should
be coalesced to attain high performance. Coalesc-
ing is possible if the threads access consecutive
memory addresses of 4, 8 or 16 bytes and the
base address for such a coalesced access should be
multiple of 16 Chalf warp™) times size of the
aforementioned memory types accessed by each

thread.

2 SYNCHRONIZATION

Using Win64 API, a thread is created for
each GPU on board in the program. Each thread
manages the data input and output of GPU, and
calls the GPU kernel functions and synchronizes

with other threads. When creating and ending

threads , CUDA codes " cutStartThread ” and
" cutWaitForThreads” based on Win64 API can
also be used for simplification.

The multi-GPUs solver works as this pat-
tern; Firstly, CPU distributes data and tasks to
GPUs; Then, set barriers to GPU managing
threads. A GPU managing thread to run in front
of its barrier means that its GPU has finished
computational work, renewed its own data on de-
vice memory along with its host memory counter-
part, and now, it is waiting for the data needed to
be renewed by other GPUs. When all threads
have run in front of their barriers, the barriers
are released, then, each GPU obtains renewed
data that they want and continues to work. The
whole process consisting of setting and releasing
barriers is one time of synchronization.

In this paper, the semaphores are used to
manage the synchronization among threads. The
synchronization process is shown in Fig. 1. De-
fine an array of semaphores (Sem[GPU_NUM )
for GPU managing threads with initial value 0
and activation value GPU_NUM .

HANDLE Sem[GPU_NUM ]J;

Sem [ device
(NULL, 0, GPU_NUM, NULL)

When a  thread barrier, its
semaphore is activated by adding GPU_NUM to

initial value 0;

num | = CreateSemaphore

reaches

ReleaseSemaphore ( Sem [ device. num ],
GPU_NUM, NULL)

Then the thread waits for the activation of
semaphores corresponding to other threads:

WaitForMultipleObjiect (GPU_NUM, Sem,
true, INFINITE)

The first parameter of this function is the
number of semaphores. The second parameter is
" Sem”, the first word address of semaphores.
The third parameter is set ”true”, it means the
function cannot return until all semaphores are
activated. The fourth parameter is the maximum
waiting time, which is set to "INFINITE” to in-
sure the logic correctness of multi-GPUs solvers.

When the demand of this function is fulfilled, the

synchronization process is finished.
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| | | | if k=0
then p,.=r,
Fig. 1 Threads controlling muti-GPUs and their syn- )

chronization

3 LINEAR SOLVER

3.1 PBi-CGstab method

Bi-CGStab is an iterative algorithm for solv-
ing a large, sparse, non-symmetric system of lin-
The method attempts to

find approximate solutions in Krylov subspacest®!

ear equations Ax = f.

appropriately generated by A and initial residual
ro= f— Ax,. Bi-CGstab combines the advantages
of both the Bi-CG and the general minimal residu-
al (GMRES) methods™"?, which basically follows
the Bi-CG procedure while the residual is mini-
mized in each step by using the GMRES method.
The Bi-CG converges fastly but exhibits somehow
numerical instability. The main goal of Bi-CGstab
is to retain, in attempt to keep the fast rate of
convergence, the coefficients resulted from the
Bi-CG method while improving the numerical sta-
bility by absorbing the GMRES advantage in its
numerical stability. As in Ref.

[12], the Bi-CGstab method has achieved both

fast convergence and numerical stability.

demonstrated

The idea of preconditioning for a system of
linear equations is elementary: Precondition of
the system for any non-singular matrix M means
to pre-multiply both sides by the inverse of the
matrix M (the left preconditioning matrix is pre-
cise), i.e. ,M 'Ax=M "' f, which delivers a sys-

tem with the same solution. The convergence of

else ,3;(:7("% T4 * ( ﬁ)

(r’,r, ) o,

Pr+1 :rkJFﬁ& (P/\»*OJA»AP/QX‘ )
end if
Solve Mp; 1= pii
ak+lzw

(r Apii1)
S=ri— 0 1 Apiy
Solve Ms* =s
o= S

(As™ ,As™")

X1 =Xt pioH i s”
Py =85 — W As”
Check convergence

end do
3.2 Data blocking on multi-GPUs
The data is blocked and the blocking infor-

mation is recorded in multi-GPUs solvers as
shown in Fig. 2. The functions of threads manag-
ing GPUs allow transmitting only one parameter.
So the blocking information is stored in an archi-
tecture body named Solverplan:

typedef struct

{int device; //The device (GPU) in-
dex

int dataN;

data

//The length of blocked

int dataStart;} Solverplan; //The index of
blocked data
Solverpan plan[ GPU_NUM |; //The first

word addresses of plan [ GPU_ NUM ] are the
transmitted parameters

The thread can use the information that
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—plan[1]. dataStart

plan[1]. dataN

—plan[2]. dataStart

plan[2]. dataN
Matrix Vector

—plan[3]. dataStart
plan[3]. dataN

—plan[4]. dataStart

plan[4]. dataN

Fig. 2 Packed matrix and vector blocking process

"Solverplan” provides to exchange data with oth-
er threads. In the solver, a vector A stored in
blocks is defined like this

Float * d_vectorA[GPU_NUM ]J;

So "array d_vectorA[n]” is the nth partition
of vector A. The thread function is coded careful-
ly to ensure it can be called by all GPU-managing
threads. Defining vector in such a manner will fit
the generality of the thread function. The more
complex matrix blocking will be presented in Sec-

tion 4. 2 along with matrix generation.
3.3 Linear solver on multi-GPUs

The aforementioned thread function that can
be applied to all GPU-managing threads is the
core algorithm of the solvers. This paper presents
the detail of it for the linear solver. Fig. 3 shows
the process of thread function called by the nth
thread.

InFig. 3,d f[n].,d r[n],d-r0[n],
d_p[n], d_-v[n], d_t[n], d_s[n] are the nth
partition of vectors f, r, rosp, Ap*, As”, and s.
They are stored in the nth GPU. Their lengths
are all equal to plan[n]. dataN shown in Fig. 2.
Part algorithm of kernel function of product of
y=Ax is shown as follows

if (row_i1d<< plan[device_num]. dataN)

{

for(int i=id * m; i< (id+1) * m; i+
+)

y[row_id ]+ =values[i] * x[col_
ind[i]];

| Memory allocation on device n |

Y
| Computing predictioner M |

1]
d_x[n]=h_x[n]
d_f[n]=h_f[n]
d r[n]=d_rO[n]=d_f[n]-A[n]*d_x[n]
Set d_p[n], d_v[n] zero
1]

a=w=sum_roua=1 |

| Roub[n]=(t[n], r0[n]) <kernel> |
¥

| b=(sum_roub*a)/(sum_roua*w) |
1]
Synchronization
Set sum_roub the sum of all roub[n]

¥
| d_p[n]=b*d_p[n]-w*b*d_v[n]+d_r[n] <kernel> |
]

| d_p*[n]=M-1[n]*d_p[n] <kernel> |
1]

Synchronization
obtain d_p*[n]

Y
| d_v[n]=A[n]*d_p*[n] <kernel> |
1]

| Temp[n]=(d_v[n], d_r0) <kernel> |
1]
Synchronization
get sum_temp
a=roub/sum_temp
L]
| d_s[n]=d r[n]-a*d_v[n] <kernel> |

1]
| d_s*[n]J=M-1[n]*d_s[n] <kernel> |
Y

Synchronization
obtain d_s*[n]

Y
| d_t[n]=A[n]*d_s*[n] <kernel> |
1]

Temp[N]=(d_t[n], d_s[n]) <kernel>
Temp[N]=(d_t[n], d_t[n]) <kernel>
¥

Syncheonization
Get sum_temp, sum_temp2
W=sum_temp/sum_temp2

L]
| d_x[n]=d_x[n]+a*d_y[n]+w*d_z[n] <kernel> |

1]
| d_r[n]=d_s[n]-w*d_t[n] <kernel> |

Fig. 3 PBi-CGstab on GPUs

In the above algorithm, the vectors x, p*,
s" are needed by matrix-vector multiply, so the-
yare stored in entire lengths without blocking.
But they are updated on the nth GPU only the nth
partition. So, when they need to be updated, all
threads should be synchronized. Then the data of
updated partition can be exchanged. temp [n ],
temp2[n] and roub[n] are used to save the dot
products of the nth partition of vectors temporari-

ly. sum_temp, sum_temp2 and sum_roub are the
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summation of them. Before calculate sum_temp,
sum_ temp2 and sum_ roub, threads need to be
synchronized. There are five synchronization bar-
riers in thread function shown in Fig. 3.

There are three kinds of kernels (functions
processing on GPU) which can be called by all
thread functions in the solver. These kernels
named MVP, IP, VSP are utilized to do the four
matrix-vector products, four inner products, six
vector summations shown in Fig. 3. When thread
functions calling kernels, the elements of Solver-
plan are transferred to them in order to specify

which part of data they are dealing with.

4 NONLINEAR SOLVER

4.1 Inexact Newton method

In practice, a system of nonlinear equations
should first be linearized, and then, iteration
methods are employed to seek the solutions of the
set of linearized equations. This linearization
strategy is widely used in engineering applications
for its proved effectiveness and usefulnesst %1,
The Newton method serves as basis of the lin-
earization approaches. The procedure of Newton
iteration method is as follows.

For a set of nonlinear equations

fx) =20 (D
where f=Cf1,/ s /DT x=(6,&,,6)". Its
tensor form is f,(§,,&,,++,6)=0 (=1,2,3,-+,
n). The equations can be expanded at x*(value of
x at kth iteration step) using the Taylor's series,
and only the Ist order terms of the series are re-
tained

o
2%

i
j=1 7

AEf =— [(xh) (2)

where A§=§&,— &' For the resultant system of
linearized equations, the matrix of coefficient,

known as Jacobian matrix, becomes

af ofy A

kK, %z,

afz afz eee afz
Df(x)t = | % %, %, (3)

_(95] 9‘{:2 ag,l_Jf

The solution of the system of linearized equa-

: &
tions, x'"!

, is sought in an iterative manner as
follows

Df (x" — ¥ = f(xH (4
where x*"lis the new solution vector of the system
of nonlinear equations. The vector x is updated
using Eq. (4) until the convergence is satisfacto-
ry.

It is computationally expensive to obtain the
accurate solution of the system of linear equations
since the number of variables is usually fairly
large in practical engineering applications. The
solution of the system of linear equations resulted
from the Newton method is only an intermediate
step of the entire process for solving a system of
nonlinear equations. Therefore, one might not al-
ways seek an accurate solution of the system of
linear equations intermediately encountered. This
leads to the Inexact Newton method practically
sharing the same form of the original Newton
method. The Inexact Newton method has been
routinely used in many engineering applications.
As reported in Refs. [17-19], the Inexact Newton
method can achieve a satisfactory balance between
the solution accuracy of the system of linear equa-
tions and the computational cost incurred by the
solution process, thus eventually yielding the so-
lution of the system of nonlinear equations to a

satisfactory degree of accuracy.
4.2 Nonlinear solver based on multi-GPUs

In engineering application problems, after
linearizating, the resultant coefficient matrix is
usually a sparse matrix that needs a formatted
storage for storage efficiency. Such process
should be mapped to GPUs.

Almost every nonlinear function f;(x) in the
system of nonlinear equations f (x) =0 has the
same form in engineering applications. For exam-
ple, when using the finite difference method for
solving nonlinear partial differential equations,
each f;(x) is a polynomial and all of f;(x)s share
an identical structure, except a limited number of
f: (x) that describe the boundary conditions.
Therefore, when the program deals with the gen-
eration and the formatted storage of the coeffi-

cient matrix, only a few branch predictions are
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required. It becomes obvious that the processes
used for generation and formatted storage of the
coefficient matrix ideally fit the mechanism of
SIMD of GPU.

The generation and formatted storage of a
n * n matrix is carried out through n threads di-
vided by several GPUs. Each row of the matrix
corresponds to a thread. The non-zero elements
in a row are counted, and then such non-zero val-
ues are sequentially placed into the matrix for for-
matted storage use.

The formatted storage matrix owns the same
number of rows as the original coefficient matrix.
The number of columns of the formatted storage
matrix is set equal to the non-zero element num-
ber of the row which has the most non-zero ele-
ments. Hence, some zero-elements might remain
in the formatted storage matrix. This arrange-

ment facilitates all threads in the SIMD mecha-

nism of GPUs by providing threads of GPUs with
an identical addressing pattern. It can be noted
that, in most cases, the loss of computational re-
sources because the space used for storage of ze-
ro-elements is of minor nature.

Since the multiplication of matrix and vector
is involved in the computation, the column-wise
storage appears more advantageous for coalescing

L9-201  which leads to

to attain high performance
the formatted matrix eventually stored in the
form of a vector. In this work, all non-zeros in
the matrix are shifted to the left. Nonzero values
of the compressed matrix are stored in an array in
column order. Corresponding column indices of
each nonzero in the original matrix are written in
another array. Fig. 4 depicts a formatting exam-
ple with col_ind standing for column indices and

the two arrays are divided into three parts stored

on different GPUs.

3 7 i [« GPU1-»}+-GPU2—+GPU3« GPU I-+}= GPU2>/GPU3« GPU >}« GPU2~{GPU3
ST GPU1|col_ind 1‘2 1|223|3 4|340|0 5|00
7 6| 8|t
2 |1 GPU2 [~ GPUI-+}+-GPU2+GPU3« GPU I-+}=- GPU2=GPY3« GPU I->{=- GPU2=GPU3
p - GI£U3|Values slol7l2]el7]s]e]1]7]o]lo]s]o]o

Fig. 4 Formatted storage example

A core part of kernel function of matrix-vec-
tor product y[n]=A[n]x[n] for a sub-matrix of
A with plan [device  num ]. dataN rows and m
columns are shown in the algorithm in Section
3.3, which is needed in the PBi-CGstab method.
After the coefficient matrix A is generated, PBi-
CGstab method based linear solver is used to
solve the system of linear equations. And then
generate the matrix again, keep doing this until

achieving convergence.

5 EXPERIMENT

5.1 Computation platform

In this paper, Intel (R) Xeon(R) E5520 2. 27
GHz CPU is chosen. DRAM is 12 GB. Four chips
of NVIDIA QUADRO FX 3700 graphic card,
with video memory of 512 MB, core frequency of

500 MHz, are chosen and driver version is

6.14.11.9038. OS is Windows Server 2003 X64.
Statistics is done based on different number of

GPUs for comparison use.

5.2 Experiment and data analysis

In this paper the grid generation project?' %’
in computational fluid dynamics is used to test the
practicability of linear and nonlinear solvers. A
NACAO0012 airfoil is utilized in the numerical ex-
periment in Fig. 5. The speed up ratio in different
scales is tested. Using same solvers, an O-type
grid is generated for a cross-section out of a F6
body-wing configuration with more industrial in-
terests in Fig. 6 to ensure the correctness of

solvers.
5.3 Linear solver

The average time cost of one iteration in lin-

ear solver versus the number of variables on one,
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Fig.5 Grids around NACA0012 airfoil
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Fig. 6 Grids around cross-section out of F6 body-wing

two and four GPUs is shown in Fig. 7. In this
grid generation project, the coefficient matrix is
non-symmetric with a maximum row length of
nine elements.

2001 Four GPUs

180 —o— Two GPUs
160k —4— One GPU

m
—
'S
=
T

120
100+
801

60

401

20F

0 1 1 1 1 ]

0 2 4 6 8
Number of variables / 10°

Time per step /

Fig. 7 Time per step versus number of variables

The factors impacting on one iteration time
cost are mainly the data exchanging between the
host memory (memory) and the device memory
( video memory ) , the utilization ratio of GPU
units and the consumption of synchronization.
With the enlargement of scales the multiproces-
sors are given more data blocks and utilization ra-

tio of GPU rises correspondingly. When there is

sufficient computing time, the consumption of da-
ta exchanging and synchronization become in-
significance. The limitation scale of gird genera-
tion problem on one GPU is about 2 800 000, so
the speed up ratios of multi-GPUs are calculated
under this limitation . When scale is below
2 000 000, there are only a few GPU resources u-
tilized for two GPUs and four GPUs cases, so the
scale-dependent blocking process will induce some
fluctuation in the speed up ratio calculations in
Fig. 8. For instance, when scale is 1 605 632, the
speed up ratio is relatively low compared with the
results of other scales. In spite of this fluctua-
tion, the rising trend of speed up ratio is evident
and the stable ratios are ; Two GPUs speed up
one GPU by 1.5 and four GPUs by 2. 2 as shown
in Fig. 8.
4.0r

—s— Two GPUs to one GPU
3.5F —o— Four GPUs to one GPU

oW
W =
T T

Speed up ratio
—_ N
W (=]

—
S
T

0 3 10 13 20
Number of variables / 10°

e e
(=2,

Fig. 8 Linear solver speed up ratio of multi-GPUs to

single-GPU

5.4 Nonlinear solver

In each iteration of the Inexact Newton
method for nonlinear solver, the coefficient ma-
trix is generated and a system of linear equations
is solved. Time consumptions of the two parts are
compared in Fig. 9: The time cost of matrix gen-

eration and preconditioning time is 9% of the time

of one loop of linear solving step. This test is spe-
cially taken on two NVIDIA Tesla C1060 GPUs
with lager video memory to illustrate the result of
wild range of variable numbers. It also implies
that Jacobi preconditioner fits the multi-GPUs
solvers well.

The average time cost of one iteration in non-
linear solver versus the variable number on one,

two and four GPUs is shown in Fig. 10. Similar
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001 1 One loop of linear equations solving 70-120
450 - 1 Matrix generation 10.115
| —o— Time ratio of matrix generation |
400 to one loop solving ] 0.110
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Number of unknowns / 10°
Fig. 9 Time consumptions per linear solve step and

matrix generation versus number of variables

to the linear case, the speed up ratio rises with
the enlargement of scales. The stable ratios are
that two GPUs speed up one GPU by 1.6 and
four GPUs by 2.5 as shown in Fig. 11.
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Fig. 10 Time per step versus number of variables
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Fig. 11 Nonlinear solver speed up ratio of multi-GPUs

to single-GPU

6 CONCLUSION

In this paper, multi-GPUs linear and nonlin-

ear solvers using the PBi-CGstab method with Ja-

cobi preconditioner and the Inexact Newton
method are proposed and computational fluid dy-
namics (CFD) grid is generated by the proposed
methods. With multi-GPUs on board. engineer-
ing application problems with large scales are able
to be solved. Multi-GPUs also provide excellent
speed up to single-GPU.

This paper focuses on managing GPUs on
single board. It also can be anticipated that using
the Ethernet network connecting computers with
multi-GPUs on board can achieve huge computing
capability. And with the development of GPU
chip and GPGPU technique, more optimized

solvers can be proposed.
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