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Abstract: A 3-D topology architecture based on Spidergon and its generation method are proposed. Aiming at es-

tablishing relationships between the topology architecture and the latency, the 3-D topology latency model based

on prototype is proposed, and then the optimization topology structure with minimum latency is determined based

on it. Meanwhile, in accordance with the structure, the adaptive routing algorithm is designed. The algorithm

sets longitudinal direction priority to adaptively searching the equivalent minimum path between the source nodes

and the destination nodes in order to increase network throughput. Simulation shows that in case of approximate

saturation network, compared with the same scale 3-D mesh structure, 3-D Spidergon has 17% less latency and

16. 7% more network throughput.
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INTRODUCTION

The rapid scaling technology driving integra-
tion into the deep sub-micron is facing critical
challenges such as floorplan, heat dissipation etc,
especially interconnect'”’. As a promising solution
to the complex communication problems, the net-
work-on-chip (NoC) architecture is proposed and
studied widely in recent years. In fact, tremen-
dous examples have been made on the design of 2-
D NoC architecture, both on regular applications
and application-specified architecture for cus-
tom'**. However, the 3-D integration technology
increasingly offers unique opportunities for on-
chip interconnect design.

3-D stacking technology stacks multiple sili-
con layers on top of each other, and connects
them through vertical wires"'. The 3-D architec-
ture has a number of advantages comparing with

the traditional 2-D design'®: (1) Shorter global
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interconnects; (2) Lower wire delay; (3)Lower
interconnect power consumption due to wire-
length reduction; (4)Higher packing density and
smaller footprint; (5)Support for the implemen-
tation of hybrid topology chips. In this context,
several 3-D designs have been appeared recently.
Addo-Quaye™ presented an algorithm for the
thermal-aware mapping and placement of 3-D
NoC including regular mesh topologies. Li et al"®
proposed a similar 3-D NoC topology using a buss
structure for communicating among processing el-
ements (PEs) located on different physical planes.
However, the recent study of 3-D topology focus
on the 3-D mesh like topology, which limits the
choice of 3-D floor planning of cores, traffic re-
quirements, accurate power, and delay models for
3-D wiring.

This paper proposes a 3-D topology based on
Spidergon which called 3-D Spidergon. The Spi-

dergon topology is used in each horizon layer, and
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the routers located on adjacent physical layers are
connected with vertical link. And, the relevancy
of the number of layers and the average hops in
the 3-D Spidergon NoC are analyzed, and a topol-
ogy-reconstruction algorithm is presented to mini-
mize the delay of topology. Furthermore, a rout-
ing algorithm applied to this topology is present-
ed. A key idea in the routing algorithm is routing
messages in vertical directions firstly, and when
messages reach the destination layer, choosing

the output port adaptively.

1 3-D SPIDERGON LAYOUT

Topology specifies the structure in which
routers connect IP cores together. In 2-D NoC,
the study of topology focuses on mesh, torus,
tree, and butterfly recently. Spidergon scheme is
similar to the ring structure shown in Fig. 1(a),
where each router is connected to the routers in
three directions: clockwise, counter-clockwise
and opposite. Spidergon presents many valuable
characteristics as shown in below: First, the ver-
tex symmetry of structure provides convenience in
design, so we can use the homogeneous routers in
network and place PE in any location of the net-
work without considering the influence of perfor-
mance affected by position; Second, the regulari-
ty makes it adapt to various scales of interconnect
and reduce the complexity of floorplan; Third,
low node degree and good network diameter make
it possible that reducing the delay by simplifying
the structure and routing rules of router.

However, the objective of Spidergon topolo-
gy addresses the demand of limited scope of nodes
in NoC implementation for the network diameter
is linear increasing according to the number of
nodes. To overcome this shortcoming. the whole
network is divided into several same sub networks
and stacked on the top of each other. Alternative-
ly, the routers should add two ports to connect
the additional neighboring routers located on the
adjacent layers as shown in Fig. 1(b). It's obvi-

ous that delays can be substantially reduced by

shortening the network diameter. For example,
assuming the nodes in a network is 64, we can
calculate that the network diameter is 16 if using
2-D Spidergon. While the network is divided into
four layers and stacked as we noted earlier, the
network diameter is reduced to 7. Furthermore,
the wires connecting to nodes in opposite position
are typically prolonged with the scale of network,
and the wire delay also can be reduced by shrink-
ing the scale of network in each layer. The rela-
tionship between number of layers and zero-load
latency is discussed under the condition of certain
nodes and the method for optimizing structure is

presented.

(a) Spidergon scheme

(b) 3-D Spidergon topology

Fig.1 Spidergon and 3-D Spidergon topology

The zero-load network latency is widely used
as a performance metric in traditional interconnec-
tion networks. The zero-load latency of a net-
work is the latency where only one packet tra-
verses the network. The zero-load latency of NoC
with wormhole switching is"”

T gy = hops < ¢, +t. + L,/b (1
where the first term represents the routing delay,
hops is the average number of routers which
packet traverses, ¢, the router delay; t. is the
propagation delay along the wires of the commu-
nication channel; the third term is the serializa-
tion delay of packet. In particular, the delay of
the communication channel ¢, can described as

t. = t, * hops,p, + ¢, * hops,, (2)
where ¢, and #, are delays of vertical and horizon-
tal channels respectively. The parameter hops can
be determined by the structure of network pri-
marily.

Assuming the node number of network is N,
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the number of planes in vertical direction is n,
and the number of nodes in horizon direction is
m. Note that N is not always equal to m * n, for
Spidergon is symmetrical in structure, we must
guarantee m is even. If the conditions are not met
we should add redundant nodes to ensure the
number of nodes in each layer is even. The aver-

age hops in 3-D Spidergon are

mEn omxn

25 2d;

hops,pp = = +=— (3)

m *xn
where d;; expresses the distance between node i
and j. Actually, hops between two nodes are
composed of two parts: The hops in horizontal
layer and in vertical layer. The average hops in
3-D Spidergon can be described as follows
32(p+ 1D — Dn + 0" — Dm

hops = S(mn — 1)
m=4p + 2 (4a)
3PP+ 2p — Dn+ (2 — Dm
hops = 3(mn — 1)
m = 4p (4b)

where p represents the positive integer. If the
nodes in horizontal layer are integral multiple of
4, the average hops are calculated by Eq. (4a),
otherwise by Eq. (4b). From Egs. (4a,4b), it is
obviously that the number of planes n is the only
argument of function to average hops of network
for m can be expressed by »n if N is constant. In
order to minimize the average hops, it is neces-
sary to find the best n to fit this requirement. It is
a typical NP problem. As the search space is lim-
ited, we use full scale search algorithm to find out
the best n. The minimal Spidergon topology is
composed of four nodes, so we define the bounds
of searching from 1 to | N/4 | , where | « |
expresses round-off the numbers. Firstly, the al-
gorithm calculates the node number 2 in per hori-
zontal layer according to n; Then it achieves the
result of average hops by Eq. (4), which executes
with constraints repeatedly until all the possible n
is traversed; Lastly it chooses the n, which corre-
sponds to the minimal average hops, as the final
result. The time complexity of algorithm is

O(n). Table 1 shows the optimal results of 3-D

Spidergon when node number is 64, 72, 128, and
256. All experimental results are obtained in ac-
cepted time (<5 min) on a 3 GHz Intel P4 pro-

cessor machine with 512 MB memory.

Table 1 Optimal results of 3-D Spidergon

Node Node number
Layer Average hops
number per layer
64 4 16 3. 746
72 6 12 3.915
128 8 16 5.102
256 10 26 7.057

2 ADAPTIVE
RITHM

ROUTING ALGO-

In this section the adaptive routing algorithm
in 3-D Spidergon is presented. Besides of the
topology structure, NoC network latency is also
affected by its routing algorithms. Compared
with deterministic routing, the adaptive routing is
more complex in implementation, but it has ad-
vantages in decreasing delay and relieving local
congestion. Our objective is to design adaptive
routing algorithm, which is based on the idea of
aFirst and al.ast algorithms"'* applied to Spider-
gon.

Both aFirst and al.ast algorithms are minimal
source routing whose behaviors are depicted in
Fig. 2. In the aFirst algorithm the across channel
can be used only as a first step. If the destination
node is on the source half of the ring composing
the Spidergon, the packet is forwarded along the
clockwise (CW) or counter-clockwise (CCW) di-
rection according to the minimal path restriction.
If the packet destination is on the opposite side of
the ring, the packet is first forwarded along the
across channel and from there, along the ring to-
wards its final destination. In contrast, a packet
can traverse an across link only as last step in the
al.ast algorithm.

aFirst and al.ast algorithms belong to deter-
ministic routing, and the effects of them are e-
quivalent. But neither of them considers the effect

of the local congestion. In order to solve the

problem, the routing algorithm applied to 3-D
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(a) aFirst algorithm

(N-2)12

(N/4) (N/4)

(N/2)-1
(b) aLast algorithm

Fig. 2 aFirst and al.ast routing algorithms

Spidergon chooses aFirst or al.ast routing adap-
tively according to the link utilization in horizon-
tal layer. Similar to the routers in Spidergon, a
router in 3-D Spidergon has three channels in
CW, CCW and opposite direction (OP) respec-
tively in horizontal layer. In addition, there are
two more channels connected to neighbors in ver-
tical direction. In routing algorithm, the packet is
firstly transferred to destination layer in vertical
direction determinedly and then routes in horizon-
tal layer adaptively.

The proposed routing algorithm is composed
of the following steps. Firstly the nodes in net-
work are sequenced by coordinates (i, j) where i
means the sequence in horizon layer and j the se-
quence in the third dimension. Note that the
nodes in horizon layer are sequenced in CW. Then
router R;; transfers packets according to the dis-
tance between destination and itself. If the dis-
tance in vertical direction is not equal to zero, the
packets will be sent to ports in vertical direction
simply, otherwise the port is selected by minimal
path policy in horizon layer. The distance be-

tween them can be expressed as

dist = ((geye — twe) +m) mod m  (5)
In fact, dist presents the horizon distance be-
tween destination node and R,; in CW. In brief,
dist is classified into five sections to discuss the
choice of output as below:

dist=1(0, m/4], output=CW

dist=(m/4,m/2) ,output=select (CCW ,OP)

dist=m/2, output=0P

dist = (m/2, 3m/4), output = select (CW,
oP)

dist=[3m/4.,m), output=CCW

There is only one shortest path in routing
path when dist is less than m/4, more than 3m/4
or equal to m/2, so the algorithm chooses the
fixed port as output. Otherwise, there are two
equivalent shortest paths aFirst and al.ast. Then
the algorithm picks output by select ( + ) func-
tion. The function checks the buffer levels of the
ports, and marks the lower as output port. If the
buffer levels of the ports are equivalent, the func-
tion picks the output port randomly.

An available adaptive routing algorithm
should ensure freedom from deadlock, here we
use channel dependency graph(CDG) to verify it.
In CDG, nodes represent channels of the network
and edges the possible depencies generated by
packets traversing nodes. The algorithm routes
determinedly when dist is less than m/4, more
than 3m/4 or equal to m/2, otherwise there’ re
two possible paths. If the across channel is idle,
it can be used as the first step so that in CDG they
have no incoming edges. Instead the packets will
be transferred along the ring channels until dist
equals 7/2, and they must use across channel as
last step, hence their relative nodes in CDG have
no outgoing arrows. In fact, these two situations
are equivalent to aFirst and al.ast which do not
generate any dangerous dependency. As the links
on the ring do not generate any cycle of dependen-
cies, it can be proved that the routing algorithm
satisfies the condition of deadlock avoidance. The

pseudo-code of routing algorithm is shown in

Fig. 3.

3 EXPERIMENTAL RESULTS

In this section, the performance of 3-D Spi-
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Algorithm for 3-D Spidergon router:
Inputs:Coordinates of current node (Icurr,Jcurr)
and destination node (Xdest, Ydest),
Output: Selected output channel
Procedure:
TIoffset:= ((Idest — Icurr) + m) mod m;
Joffset:= Jdest —Jcurr;
if (Joffset <0) then Channel:= Y-;
else if (Joffset > 0) then Channel:=Y +;
else if (Joffset == 0) then {
if (Ioffset >0 and Ioffset <= m/4)
then Channel:= CW;
else if (Ioffset >m/4 and Ioffset < m/2)
then Channel:=select(CCW,OP);
else if (Ioffset >/2 and Ioffset < 3m/4)
then Channel:=select(CW,OP);
else if(Toffset >3m/4 and Ioffset < m)
then Channel:=CCW,
else if(Toffset = = m/2)
then Channel:=OP;
else if(Ioffset == 0)

then Channel:=Internal;}

Fig. 3 Pseudo-code of routing algorithm

1 a flit-accurate

dergon is evaluated by Noxim
simulator developed in SystemC. The 3-D Spider-
gon, 3-D mesh and Spidergon topology with 64
nodes are constructed respectively. A packet size
is randomly distributed between two and eight

flits, so router uses wormhole switching and is al-

located eight flits of input buffer. The maximum
bandwidth of each link is set to one flit per cycle.

Experimental results of the topology in com-
parison with results using different nodes and in-
jection rates are shown in Table 2. For each pa-
rameter, the average delay, throughput and total
energy are reported. Experiments show that the
system average number of hops has a similar pro-
portional relationship to both the delay time and
system power consumption. If the average num-
ber of hops increases, the delay time and the
power consumption can increase accordingly. Es-
pecially in the case of the same network size, the
different hierarchical classification will bring de-
lay and power consumption changes. Apparently
due to the decrease of the average number of
hops, the packet transmission delay is cut down
and the routing unit number of data path is re-
duced. Therefore the power consumption of the
routing unit will be reduced, which is consistent
with theoretical analysis of relationship between
average number of hops and system delay.

In the experiments, the average delay results
are used as the index to measure the performances
of topologies. The average delay is related to the
injection rate and the traffic pattern. The perfor-
mances of network under different message gener-

ation rates are evaluated and reported in Table 2.

Table 2 3-D Spidergon experimental results

Injection  Average  Average Average Max
Bench Core Layer Energy/p]
rate hops delay throughput delay
Bl 36 3 0.1 2. 886 10.477 7 0.119 0 59 382. 390
B2 36 3 0.2 2. 886 14.665 1 0.208 2 137 704. 959
B3 64 4 0.1 3.746 13.154 9 0.121 2 73 836. 393
B4 64 4 0.2 3.746 19.695 9 0.209 9 152 1 557. 370
B5 80 5 0.1 4. 088 14.307 3 0.122°3 78 1129.210
B6 80 5 0.2 4. 088 22.574 0 0.2107 157 2 104. 000

The average delay and throughput results ob-
tained by 3-D Spidergon, 3-D mesh and Spidergon
with different injection rates under homogeneous
source and destination distribution are shown in
Fig. 4. All nodes behave like sources and can be
addressed as destination for packets with uniform
probability distribution. The results show that
the bigger the injection rate is, the worse the per-

formance of the average latency is in same topolo-

gy. When the injection rate of Spidergon exceeds
0.15, the throughput stays steady and the aver-
age delay increases drastically. It illuminates that
destination node saturation is obtained. Similar-
ly, when the injection rate exceeds 0. 3, 3-D mesh
also obtains saturation. But the throughput of
3-D Spidergon is 19% larger than that of 3-D
mesh with this injection rate, and 3-D Spidergon

still cannot obtain saturation for the throughput
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Fig. 4 Comparisons of average delay and throughput

under homogeneous distribution

is still increasing slightly.

Fig. 5 shows the throughput and average de-
lay results obtained by three topologies with dif-
ferent hot-spot nodes under hot-spot destination.
When hot-spot destination is present in the sys-
tem, one single destination node receives most
packets from other nodes. Assume that the prob-
ability of single hot-spot destination node chosen
by source nodes is 30% in the experiments. The
results show that 3-D Spidergon outperforms 3-D
mesh and Spidergon, and scales better when in-
jection rate is high. Under the condition, the av-
erage delays of hot-spot node in 3-D Spidergon
and 3-D mesh are obviously smaller than that of
Spidergon. Both delays of 3-D topologies are
close, but the delay of 3-D Spidergon is still 17%
smaller than that of 3-D mesh. In particular, the
latency of 3-D mesh and 3-D Spdiergon may be
different for the location of the destination node
changes, but the performance of 3-D Spdiergon is

still better than other two topologies.
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Fig. 5 Comparisons of average delay and throughput

under hot-spot distribution

4 CONCLUSION

In this paper, a 3-D Spidergon based on Spi-
dergon topology is proposed. To minimize the av-
erage hops of network, the number of layer is op-
timized. An adaptive routing algorithm applied to
this topology is designed, and the router selects
the output ports according to the location between
source and destination node pairs. The average
delay of 3-D Spidergon compared with other
topologies under uniform random distribution and
hot-spot distribution is analyzed in detail. Experi-
mental results show that 3-D Spidergon can pro-
vide better performance than 3-D mesh and Spi-
dergon in the same size under different traffic pat-

terns.
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