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Abstract: Test data compression and test resource partitioning (TRP) are essential to reduce the amount of test
data in system-on-chip testing. A novel variable-to-variable-length compression codes is designed as advanced fre-
quency-directed run-length (AFDR) codes. Different from frequency-directed run-length (FDR) codes, AFDR
encodes both 0- and 1-runs and uses the same codes to the equal length runs. It also modifies the codes for 00 and

11 to improve the compression performance. Experimental results for ISCAS 89 benchmark circuits show that

AFDR codes achieve higher compression ratio than FDR and other compression codes.
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INTRODUCTION

With the improvement of integrated circuit
design and manufacturing technology, the com-
plexity of test vector sets has increased followed
by the increase of testing time and cost''’. Con-
ventional testing methods store the test vector
and test responses in automatic test equipment
(ATE) with limited test equipment speed, I/0
channels and storage space. The bandwidth of
ATE is the bottleneck of high speed testing and
will increasingly impact chip testing in complex
system. One solution classified as test resource
partitioning (TRP) methods is to compress test
vectors for reducing storage requirements and test
time. The scheme requires additional decompres-
sion module set in the original chip, so relatively

simple realization circuit and the compression ef-
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fect become key issues for compression coding
methods.

Compression coding methods for test vectors
are classified into three kinds: run-length based
codes, dictionary based codes and statistical
codes'. The run-length based codes adopts dif-
ferent codewords based on the sequence’s length
(runs of 0s or 1s) distribution without the con-
straint of coding length. It has better compres-
sion effectiveness and relatively simple realization
circuits compared with dictionary based codes and
statistical codes. The classical run-length coding
methods . including Golomb codes"*’ and frequen-
cy-directed run-length(FDR) codes'’, feature the
prefix and the tail constituting the codeword. The
prefix shows group characteristics and the infor-
mation of the source codes length. The tail is as-

signed to corresponding binary codes according to
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specific encoding methods. There are two com-
mon drawbacks for Golomb codes and FDR
codes: one is that they only concentrate on the
runs of Os without consideration for runs of 1s.
The other is that the coding sources are differen-
tial test vectors. The differential signal requires
cyclical scan register (CSR) module for the on-
chip decoder, which increases the hardware over-
head.

Many new coding schemes are proposed in
related compression codes research, including al-
ternate variable length codes™, the variable-
length input Huffman coding!® and selected vari-
able-length input coding (SVIC)" based on sta-
tistical characteristic analysis, the 9-C codel® and
modified frequency-directed run-length (MFDR)
codes combining the statistical properties and
characteristics of FDR codes™, etc. Among
them, coding schemes based on the statistical
characteristic analysis™®™ have higher compression
ratio, while the encoding and decoding processes
are relatively complex and the hardware overhead
is even larger than Golomb and FDR codes.

A novel compression codes called advanced
frequency-directed run-length (AFDR) codes is
proposed with relatively lower hardware overhead
and higher compression efficiency by improving
FDR coding manner. AFDR codes considers both
the runs of 0s and 1s simultaneously, and opti-
mizes the codes for 00 and 11 to further improve
the compression efficiency. Furthermore, its de-
compression circuit is simpler than FDR codes

without need for CSR circuit.

1 AFDR CODES

The proposed AFDR codes is the improved
coding scheme based on FDR. FDR only encodes
the consecutive 0O-sequence, the sequence which
ends with 1 such as 00001 is encoded according to
the length of O-run. And shorter O-runs are
mapped shorter codewords, while single 1 is re-
garded as the sequence whose run-length is zero.

AFDR encodes both the O-runs and 1-runs with

almost the same codeword as FDR codes and also
applies the shorter codewords to the shorter runs.

Fig. 1 shows the distribution of the 0- and 1-
runs for test vectors of s9234 circuit. The s9234
circuit is a typical sequence circuit and one of the
largest ISCAS benchmark circuits. It is obvious
that the shorter runs occur more frequently, so
mapping them to short codewords will increase
the compression ratio greatly. This is also the
reason for the primary encoding manner of AFDR

and FDR codes.
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Fig. 1 Distribution of run-length for circuit s9234

The AFDR codes is constructed as follows:
the 0- and 1-runs are divided into groups A,, A,,
A,y e, Ays where £ is determined by the maxi-
mum length /., (28 —2</n<<2°"'—3). A run
with the length / is mapped to group A;based on

j= [ log, (0 +3) —1 ] (D
Each codeword of AFDR consists of two
parts with same length—a group prefix and a tail.
The group prefix is used to identify the group
which the run belongs to. For example, the run
length is 6, then j= [ log,(6+3)—1 | =3, so it
belongs to group A;. The tail is used to identify
the members within the group. The size of code-
word increases by 2 b (1 b for the prefix and 1 b
for the tail) as the run' s length moves from
group A, to group A;;.

The AFDR encoding procedure is shown in
Table 1. FDR codes has two codewords in group
Ay: 0 b and 1 b run legnth respectively, while
AFDR coding has only one codeword for the 1 b
length of runs (01 or 10) for AFDR handles 0 and

1 strings simultaneously. However, AFDR codes
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assumes O-runs and 1-runs appear alternately.
When they become consecutive, additional code-
word, 00, is chosen as the separator.

The 2 b length in Table 1 indicates the spe-
cial adoption to improve the compression efficien-
cy. According to the original coding rules, the
codeword for 0- and 1-runs with 2 b length (001
or 110) is 1000, obviously wider than the original
code, thus impacting on compression ratio. Fur-
thermore, it can be proved that the quantity of
2 b long runs is quite considerable. Fig. 2 shows
the run-length distributions of standard circuit
$9234, s13207, s38417 and s38584. The numbers
of 2 b long runs is larger than that of other longer
ones. Therefore, reducing the 2 b long codeword
will influence the efficiency of compression. AF-
DR coding applies 000 for 2 b long runs instead of
original 1000.

Table 1 Application of AFDR coding

Group Run length  Prefix Tail Codeword
A 1 0 1 01
2 % 00 1000€000 * )
3 01 1001
A, 10
4 10 1010
5 11 1011
6 000 110000
7 001 110001
8 010 110010
9 011 110011
Ay 110
10 100 110100
11 101 110101
12 110 110110
13 111 110111
% —2 b long run
16 —n— 59234
—e—513207
14 —A—538417
—*— 538584
12
S
S
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Fig. 2 Comparison of length frequency of runs for 1S-

CAS benchmark circuits

An example is presented to illustrate AFDR
coding realization and compared with FDR cod-
ing. Assume that there is a 32 b test sequence
Tr= { 00000111011111000000000000011111 }.
Apply FDR coding and the encoded sequence Tgpr
= {10110000010000000011011100000000}, 32 b
long. While apply AFDR coding, the correspond-
ing sequence T xppr = {10110000010111101101010}
is 23 b long. It is obvious that the compression
effectiveness of AFDR is better than FDR coding.
Fig. 3 shows the encoding procedure of AFDR
coding.

Input Sequence 7, 000001 110 111110 0000000000001 1111

gy g —_——

Coding Sequence Ty 11 090 00 1011 110110 1010
(23b)

Seperator

Fig. 3 AFDR encoding procedure of test sequence 7'

2 ANALYSIS ON AFDR CODES

The probability of 0 is defined as p and the
probability of 1 as (1—p). H(p) is the entropy
indicating the value of information. As far as data
compression is concerned, the entropy is the
amount of information required for encoding
which is relevant to the theory limit of compres-
sion ratio. H (p) of the test vector is proposed by
the following equation'”

H(p) =— plog,p — (1 — polog,(1 — p) (2)

The upper limit of the compression gain S
is obtained by
1

H(p)

For the run-length coding methods, the com-

BH‘AHX (3)

pression gain f3 is defined as

A
ﬁ:AW 4

where A is the average number of bits in any run
generated by the data source and L., the average
codeword length.

According to the AFDR coding table, Ais de-

fined as
A=1+ D1i(pd—p)+ A —p)ip) =
i=1

pr—pt1

21— ) (5
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The run lengths within the limit 2" —2</<C
2t1 — 3 belong to group A, so the probability
P(i,k) of an arbitrarily chosen run with the

length ¢ within group A, is given as

P14
PGk = D) (P —p)+ pQ — p)) =
Pt — pPH + = pFre
1—a—pmH (6)

Codeword in group A, consists of 2 kb, and

the average codeword length L. is given as
Ly = D)2kPGok) =2 (" + (1 — pP )
k1 —

P
Therefore, the compression gain Sarpr of AF-
DR coding is given as

A pr—pt1

avg

Barpr = 77— = oo
2p(L—p) 2" P+ A= p)" D
h=1

(8)
While the compression gain fBpg is expressed
as follows™

Bror = 1 €D)

201 — p) > p"
k=1

Fig. 4 shows the comparison of Barprs Sror

and B..with different probability distributions. It
is concluded that the compression gain of AFDR
is superior to that of the FDR. The compression
gain of AFDR is close to the upper bound when
0.990<C p<<0. 999 as well as 0. 001<C p<<0. 009,
while that of FDR stays at 0. 5.
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Fig. 4 Comparison of compression gain between AF-

DR, FDR and uper limit

3 DATA PREPROCESSING AND
TEST DATA DECOMPRES-
SION

Testing vectors often contain a large number
of unspecified bits (x) to be determined as 0 or 1
before being compressed. How to fill the unspeci-
fied bits will affect the run-length distribution and
the maximum compression ratio. The optimiza-
tion of data preprocessing is essential to test vec-
tors compression. The schemes for data prepro-
cessing belong to non-deterministic polynomial
complete (NPC) problems and a compatible pre-
processing method for AFDR codes is adopted to
balance the process complexity and related com-
pression effect. The realization process is as fol-
lows :

(1) For vectors as 0+++0x***20+++0 or 1=++1x+-*
x1++1, the unspecified bits are filled with their
adjacent bits (0 or 1).

(2) For 0++O0x+*=xl+1 or 1+=1x*+20+-0,
name the first char of the vector as the previous
char and the end char as the next char, then fill
all the x with the previous char if the run length
of the char string does not exceed the maximum
length of its group, otherwise fill the x with the
previous char until the run length is the maximum

length and fill the remaining x with the next
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char.

The decoder of AFDR is composed of a finite
state machine (FSM ), a shift counter (sf_
counter ), a read counter (rd_counter) and a T
flip-flop. Fig. 5 depicts the structure of this de-
coder. The signal b_in is the input of FSM and en
is sent to the input data to show the decoder is
ready. The signal out is the output of FSM and
transmitted through the T flip-flop to generate fi-
nal decompressed signal {_out. va indicates that
the output is valid. c_in is the signal sent from
FSM to shift the prefix or tail into the sf
counter, the signals shift and, decl are respec-
tively applied to shift the data in and to decrease
the number of sf counter. inc and dec2 are used
to increase and decrease the number of rd_
counter, respectively. rs1 and rs2 indicate the re-

set states of the corresponding counter.

f out
out va
en dec 2
- T
b in nc
— FSM rs2 rd _couter
> —>
gl—=] & =
=l Bl o
4% 5 8
sf _couter
>

Fig.5 Block diagram of decoder for AFDR

The operation process of the decoder is as
follows:

Step 1 FSM uses b_in to send the group
prefix with the end of 0 to sf_counter. en, shift
and inc are set high in this period.

Step 2 out remains low to keep T flip-flop
outputting the previous state, meawhile va is
high to show the output is effective. decl is high.
sf counter continues decreasing until rsl is set
high (the number of sf counter is 0).

Step 3 The tail is sent to sf counter from
b_in and the length is counted by rd_ counter.

dec2 decreases rd_ counter until rs2 is set high

(the input of tail ends).

Step 4 out is high until sf counter is 0 and
then trigger T flip-flop changes state.

If the group prefix is 0(Step 1), then en,
shift and inc are high. The process of the next
clock cycle is as follows;

(1) If b_in is 1(the run length is 1 b), decl,
dec2 are high and the out is low simultaneously
while va gains high level to make T {lip-flop to
output the previous state, then moves to Step 4.

(2) If b_in is 0, en, shift and inc are high
and acquire the next b_in. If the new b_in is 0
(the run length is 2 b), let T flip-flop to output
the pervious state twice, otherwise (the separate
codes) dec2 and out are high and va is low to
maintain the state of T flip-flop and prepares for
the next codeword.

The state diagram of FSM for decompression
is shown in Fig. 6. S,—S; are the states for de-
compressing the strings with run-length longer
than 2 b, while S
strings with run-length of 1 b or 2 b length and

Syare for decompressing the

the separator. FSM is synthesized using Synopsys
design compiler and the logic synthesized circuit
containing only 4 flip-flops and 43 gates. It is ob-
vious that the additional hardware overhead that

the decompression circuit requires is very small.
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Fig. 6 State diagram of FSM for decompression cir-

cuit
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4 EXPERIMENTAL RESULTS

The experimental results of the test vector
compression are presented for some large-scale
circuits in the ISCAS89 Benchmark. The original
test vectors are generated by Mintest!”) ATPG
tool from Duke University. Table 2 shows the
compression ratios of AFDR coding and other
schemes in Refs. [3,4,7,9]. The average (AVG)
compression ratio is given in the last line.

The compression ratio is computed as follows
STI) _ STF
r=————X100% (10)
kSTI)
where Sy is the size of the source test set T",and
St the size of the encoded test set T'.

Table 2 Compression ratios of different schemes

Compression ratio/ %

Circuit St - -
Golomb"'FDRM! MFDRMISVICY! AFDR

S9234 39273 43.34 4488  57.74 60.83  47.71
S13207 165200 74.78  78.67  83.42  82.21 81.76
S15850 76 986  47.11 52.87  66.93 65. 84 67.5
535932 28208 10.19 10. 27 80. 7
S38417 164 736 44.12 5453 57.95  57.82  61.94
538584 199104 47.71 52.85  59.32  59.52  63.32
AVG 51.41 49.00  55.94 65.24  67.16

Concluded from Table 2, the compression ra-
tios of AFDR coding are higher than those of oth-
er coding schemes except MFDR and SVIC codes
of s9234 and s13207. Considering both 0- and 1-
runs, AFDR codes has better compression effec-
tiveness for most of the benchmark circuits by
modifying the codewords of 00 and 11 strings.
Because of the statistic characteristic of test vec-
tors, MFDR and SVIC coding have higher com-
pression ratios for some circuits with specific sta-
tistical distribution such as $9234 and s13207 cir-
cuits. Moreover, AFDR is obviously superior to
other coding schemes on the average compression

ratio.

5 CONCLUSION

An effective compression scheme for test vec-

tor of system-on-chip is proposed as AFDR cod-
ing. The AFDR coding improves the FDR codes
by considering the 0- runs and 1-runs simultane-
ously. The CSR circuit is never needed to de-
crease the hardware and encoding time consump-
tion. The compression effectiveness is improved
by the optimization of specific run lengths. The
probabilistic analysis of AFDR codes is also pre-
sented to demonstrate the intrinsic superiority.
The experimental results on ISCAS89 benchmark
circuits validate the compression effectiveness of
AFDR coding. The following research will focus
on adoption of other preprocessing methods for
higher compression ratio and the construction of

practical tester with AFDR coding.
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