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Abstract: In order to maximize the utilization of the observation information in the cooperative localization, a com-
pensation algorithm based on the estimation state is presented for transmission delay. Under the framework of the
Kalman filter, two different processes of state estimating with and without transmission delay are investigated and
contrasted. The expression of difference quantity caused by transmission delay is derived. It is used to compensate
the present estimation state instead of the observed information compensation. According to the characteristics of
state transition matrix, an equivalent expression of which successively impacts on the covariance factor in delay
time is obtained. The simulation results show that the present estimated state is effectively corrected by transmis-
sion information and the relevance among agents is accurately updated. As a result, a higher positioning accuracy is

achieved. Meanwhile, the consumption of recording and multiplication of the state transition matrix is saved.
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1 Introduction

In the cooperative localization (CL), by in-
tegrating and sharing the absolute measurements
(e. g.» GPS, landmark, etc.) and the relative
measurement ( distance/bearing), the accuracy
and reliability of the estimation position of each
agent in a group are improved drastically''™', The
advantage of the CL stems from the individual
measurement information can be shared among

L4 However, this

the members of a group
advantage comes at the cost of increased computa-
tion and communication requirements®’. For ex-
ample, the agents equipped with high precision
position device or luckily receiving GPS need to
broadcast their own state information to other
agents in a timely and accurate communication
manner,

When there exists the communication link,
the transmission delay is inevitable for the envi-

ronment or information processing. Based on
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Kalman filter, there is some research on this is-

of measure-

, re-organized innovation’, state aug-

suel®™”, such as extrapolation

ments"®
mented and so on. In Ref. [10], by establishing a
delay, state-space model for state prediction and
delay information is fed back to the model. In
Ref. [11], the history state parameters are re-
served for observation update, by which the pre-
dicted estimation state is acquired and then used
to substitute the present state estimation. While
the relevance of the information is not considered
and the available information is thus utilized in-
completely. A delayed extended Kalman filter
(DEKF) is designed by state reverse in Ref, [12],
where the relevance of the information is consid-
ered. But big storage space is consumed and the
estimation is conservative. In Ref. [137], based on
the path prediction of master unmanned underwa-
ter vehicles (UUV), an unequal interval filtering
algorithm without state reverse is proposed.

However, the state of the master UUV need to
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be propagated in each slave UUV. Though it is
suitable for leader-follower cooperative structure,
it does not fit for the distributed structure in

which all the agents are identical in a group.

2 Related Models

Let us consider a group of n mobile agents
which is moving in two-dimension (2D). And the
proprioceptive sensors (e. g., wheel encoders),
exteroceptive sensors (e. g., laser rangefinder,
radio ranging) and GPS receiver are mounted on
each agent and all of these sensors are homogene-
ous. The proprioceptive sensors measure the self
motion of the agent and monitor the environment
for localization features. And the exteroceptive
sensors detect and identify other agents moving in
its vicinity and measure their respective distance.
The objective of CL is to combine these measure-
ments with the equation of motion to obtain more
accurate position estimation.

(1) Agent motion model

The ith agent equation of motion is as fol-

lows-'*
z; V.cos(¢;)
x; = |y |= | Visin($)
¢ w,

where x; = [x;,y:s¢i ] € R is the agent state,
including agent location (x;,y;) and agent head-
ing ¢;. It is assumed that onboard introspective
sensors measure the linear speed V; and angular
speed w,; of the agent. Each agent has a GPS re-
ceiver and an exteroceptive sensor to measure
agent-to-agent distance.
(2) Measurement model
Vi=V.4+e, w=w+E& @b)
2, (B) =h,(x; () 4+ w; (k) (2)
2 (k) =hy; (2, (k) ya; (B)) + v; (k) (3)
where £ is the agent index. V., w;s x, are the true
values. z,, z; are the absolute measurements and
the relative measurements. Suppose that &, s
w, » v; are subject to the standard normal distri-
bution. For normal distribution, there are mo-
ment parameter and information parameter two
expressions. In this paper, the former, namely,

the mean and covariance {X,P} are adopted.

For the nonlinear system, the extended Kal-
man filter (EKF) is used to estimate the moment
parameters. By Taylor series expansion, the ap-
proximate transition matrix @, the control matrix

B, and the observation matrix H are acquired as

follows
1 0 —VT. sin(y)
&= |0 1 VT cos(y)
0 O 1
Tcos(¢) 0O
B= |T,sin(¢) O |, H:3h(x) lemicmr
ax
0 T,

And thus state propagation is given as
x(k+1)=x(k) +Bk) +u
2(k+1)=H-+x(k+1 4
where T, is the simulation cycle and u= [V,w]"
and x the estimated state vector. x and z denote
the prediction state and observation, respective-
ly.

Kalman filter estimation includes propaga-
tion and observation update cycles. In the percep-
tion cycle, based on the evolution of the system
equations, the measured control inputs and the
statistical description of the system noise, the
knowledge about the system state is propagated
to the next step. In the observation update cycle,
where relative pose measurements are processed
to update the propagated estimates calculated dur-
ing the previous cycle. In the CL, most of the
time the agents propagate their position and co-
variance estimation based on their own percep-
tion, while the observation updates are usually
rare, and they take place only when the measure-

ments occur -,

3  Compensation Based on Estima-

tion State

The transmission delay issue caused by poor
communication in CL is focused in this paper.
Assume that the agent i gets the GPS or the rela-
tive measurements to other agent at time step k
processed and

and these measurements are

packed. Consequently, the information packet

C;(k) is formed and then repeatedly broadcasts
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until it is received by the others in the group or a
new measurement occurs. If C;, (k) can be re-
ceived by other agents immediately, the observa-
tion update will be done in the receiver as usu-
al®. How ever, in sheltered areas such as
buildings, forests, valleys or a variety of hostile
jamming environment, the information packets C;
(k) may be delayed for some time before being
received by the agent j. If the available C,; (%) at
time step £+ m is discarded and not used to the
present state updates of agent j, it will be a great
waste. The primary contribution of the proposed
algorithm is that the .~-moment observation infor-
mation of the agents i can be used to update the
state of agent j at time step £#+m. And the com-
pensation manoeuvre is based on the estimated
state rather than extrapolating or re-organizing
the observed information as mentioned above.
The distribution algorithm is the foundation
in the CL. And a large body of work has been
done in the recent past. Since other agent’s posi-
tion is used for new position estimation, the cor-
relation between them arises naturally. The
quantitative representation of the correlation is a
covariance term, which can be regarded as an in-
dicator about how much information has been
shared by different agents. And the key of dis-
tributed implement is to assign the correlation to
different agents and keep them update, such as

) [3]

singular value decomposition (SVD , augmen-

ted information filter (AIF) ', covariance inter-

05181 and so on.

section (CI) algorithm

In order to implement the distributed compu-
ting of the covariance term, in this paper a bank
of propagation calculators P, = [P}, P?, ---, P!]
(i=1,++,n) are established in each agent. When
the first relative measurement occurs between the
master and slave agents (the master can detect
other agents and receive the state estimation in-
formation from others and the slave is just oppo-
site. This relationship is relative and it will deter-
mine whether original base cells should be set to
identity matrix or not in an observation update

cycle), a new covariance is calculated in the mas-

ter agent and then retained in it as the original

base cells of propagation calculators. According-
ly, in the slave agent, the counterpart is set to i-
dentity matrix automatically. In a time update cy-
cle, all these original base cells in propagation
calculators are used for update of covariance fac-
tors, and only its own state transition matrix is
required. In the observation update cycle, as new
original base cells, the new covariance matrix and
identity matrix are re-assigned to the master and
slave agents respectively. In the time update cy-
cle, covariance factors are dependently propaga-
ted in each agent. By this method, not only the
independence is guaranteed and the covariance up-
date is maintained, but also the error propagation
of matrix decomposition and calculation consump-
tion is avoided. The above-mentioned method is
used as basis for delay effect analysis in the fol-

lowing.
3.1 No transmission delay

In this case, firstly, the following assump-
tions are stated:

(1) The observed information is available in-
stantaneously and the agent j receives the infor-
mation packet C;(k) (at least including v;, H;,
=z (k) —
h;(x(k)), and the covariance of innovation is S, =
H, ()P (R (H, (k)" +R,) from agent i.

(2) The agent j is the master and the agent 7

S., P;, where the innovation is v,

is the slave during the last progress of transmis-
sion, and before update the moment parameters
of agent i and j are x,(k), P,(k), z;(k), P,(k),
respectively.
And the covariance factors of them are thus
updated as Eqs. (5—38).
Agent 7
u Pi(k)=1I (5
Agent j
P, (k) =P.(k) « PI (k) (6)
z,(k) =z,;(k) + P, (LOHI (S) v, (D)
u_P;(k) =P, (k) — P, ()H! (S) "HP, (k)
€))
Based on Egs. (5—8), in the following time
update phrase, the covariance factors of agents

are updated respectively. At time step #+m, the
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covariance factors are updated as
Pi(k+m) =u_Pi(k) « I'T (kom) D)
Pi(k+m) =T;(kym) « u_Pi(k) 1o
where I': (kym) =®@; (k+m) @, (k+1) is defined
as the state transition matrix impacting factor.
Considering Egs. (6, 8, 9, 10), the state of
agent 7 and the covariance between agents ¢ and j
are obtained as

z;(k+m) =x;(k) +P, (OH (§) v, +

DB+ DuCk+ DT, (1D

=1
P, (k+m) =Pi(k+m) « Pi(k+m) =
I;(kym) « Pi(k) « Pi(k) « IV (kom) +T;(kym) »
(— P, () (H)™(S)'HP (k) « I'T(kym)
12)

3.2 m transmission delay cycles

In this case, the agent j gets the information
packet C;(k) from agent i at time step £+ m not
k. So in the agent j, the time update is still going
on at time step k. (In principle, the observation
update should be done at this time.) In the fol-
lowing time update phrase, the role of the agent ¢
is still the master relative to agent j. However,
under normal communication, the master-slave
relationship between agents ¢ and j should be
changed at time step k. Therefore, this relation-
ship is erroneously remained for m transmission
delay cycles. At time step £+ m, the covariance
P (k+m) Pi(k+m) are updated as

Agent ¢

Pi(k+m) =T,(k,m) « P! (k) 13

Agent j

Pi(k+m) =Pi(k) « Tl (kym) a4

Gk +m) =z, (k) + D B+ Duk+ 1)
=1

Q)]

Contrasting Eqs. (11, 15), it obtains the differ-

ence quantity of estimated state parameters be-
tween no delay and m delay cycles as follows

Az, =P, (B)(H)"(S) v, (16)

Notice that in the estimation of Az; the

knowledge of 13,, (k) is required. Assume that the

state transition matrix impacting factor I is

known. And then the covariance factor P! (k) in

agent j at time step k& can be deduced by

Eq. (14). Furthermore, the prediction covariance
131,- (k) is acquired. So how to get I becomes criti-
cal for the issue at hand. From the original form
of I', it needs historical state transition matrix to
be multiplied continuously. As these can be pro-
hibitively expensive in calculation and storage, it
is motivated to pursue a reduced-complexity

equivalent expression that is introduced next.

Since
0 0 —V(k)Tsing(k)
D) =I+ |0 0 —V(k)T.cos¢(k)
0 0 0
0 0 —V T sing(k)
Let M(k) = [0 0 —V (k)T cosgp(k)
0 O 0
Then

D) s D+ 1) =U+ME)UT+ M+
D) =1+M) +MCFk+1)
By extension

I=k+tm 7

0 0 —T.> VDsin(y())
1=k

I‘:1+ l=ktm
0 0 —T.>) V(Dcos(gp(D)
=k

0 0 0
an
The equivalent expression of the state transi-
tion matrix impacting factor I' is shown in
Eq. (17). The expression form is transformed
from multiplication to addition, which has two
advantages. On the one hand, the consumption of
matrix multiplication is saved. On the other, on-
ly measured velocity, angular velocity are needed
for I It is not necessary to record all the state
transition matrix from the previous time of C; (k)
arrival to now.
The present covariance can be acquired by
Eqgs. (13, 14) as follows
P,(k+m)=T,Ckym) » (Pi(E)"
(PICE)T « I (kom) s
Contrasting Eqgs. (12, 18), the difference of
the covariance between no transmission delay and
m delay cycles is obtained as
AP=T;(k,m) « (—P,;(k)(H)" -
(SHOT'HP, (k) « T (kym) =—P.(k+m)
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(PI(E)T « (H)T(S) ' « H, + Py (k) »
(PIE) T e PiCE+m)T (19)

—. —. =k
Notice that P! (k) =Pi(k,) « [[ @) (where
1:1‘/)

k, denotes the time when the last observation oc-
curs before step £ and P’ (k,) is derived from the

covariance matrix decomposition) and | P! (k)| =

| P (k,)

=t _
1T @ (1) |#0. And Pi(k) is thus in-
1=k,

vertible matrix and Eq. (19) is valid.

By far, both the state and covariance com-
pensation amount can be obtained by Egs. (16,
19). The present estimated state can be updated
by Az and AP accordingly. The state and covari-
ance factor of agents 7 and j are updated respec-

tively as follows

Agent ¢
u_Pi(k) =1 (20)
Agent j
2 (k+m) =2,k +m) + Ax
u Pi(k) =P, (k+m) + AP 2D

In summary, the algorithm flow on CL is de-
scribed as Fig. 1 considering the transmission de-
lay. When the information packet arrives, it
should be determined whether there exits time
delay or not (each agent requires rigorously time
synchronization). If not, the state parameters
and covariance factors are updated naturally.
Otherwise, the compensation should be consid-

ered and then the compensation update is comple-

ted.

Receiving
packet C(k)

Propagation
update

Transmission
delay

Compensation Observation
calculation Ax, AP update

Compensation
update, I'=1

|

Fig. 1 Flowchart of CL considering transmission delay

By the algorithm, there are several charac-
teristics as follows:

(1) During each observation cycle as well as
“delay ” observation, the total communication
cost per agent is reduced from O((n—1)(z, —¢,)/
T.) to O(n—1) (where t;, ¢, denote the moments
when last and present observation take place, re-
spectively). Even so, the relation among agents
can be well-kept.

(2) The state transition matrix impacting
factor I' in “delay” observation cycle can be ob-
tained by addition rather than matrix multiplica-
tion. The computation cost per agent is O(2m).

(3) Since the moment when the observation
occurs is not available for the other receiver
agents in advance, theoretically, all state infor-
mation @(k) should be recorded for later use. By
Eq. (12), it shows that history velocity, angular
velocity instead of @(k) are enough for I.

4 Simulation Results

It is supposed that three robots are adopted
in simulation, since the generalization to an arbi-
trary number of robots is straightforward and all
of them move along different circles in 2D. The
relative positions are shown in Fig. 2. The start-
ing positions are (0, —0.4), (1.5, —0.4), (0,
1.9). Robot 1 is moving counter-clockwise. And
Robot 2 and Robot 3 are moving clockwise. The
simulation period is T, =0. 4 s. The odometry
and radio measurements of linear and rotational
velocity and agent-to-agent distance are corrupted
by zero-mean Gaussian noise with ¢y =0. 05, ¢,=
0.1, ¢,=0.001. It should be noted that since the
performance of navigation unit (e. g. , accelerom-
eter, gyroscope) is not considered in this paper,
they are assumed to be ideal in drift herein and
accumulated error caused by drift is omitted ad-
visedly for the purpose of this paper.

In simulation, Agent 2 receives GPS at cer-
tain intervals. Agents 1 and 3 cannot obtain GPS
but they can detect Agent 2 at some time. The
scheme is designed as follows:

(1) The time series when Agent 2 gets GPS
are 0.4, 3.6, ==+, 19.6, with an interval of 3.2 s
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- Agent 3
---- Ideal trajectory
Revised trajectory

N

_.--..Agent 1

Fig. 2 Trajectories of three agents with delay compensation

(the simulation lasts 20 s).

(2) The time series when Agent 1 detects
Agent 2 are 2, 3.2, 4.8, 9.6, 14. 4.

(3) The time series when Agent 3 detects
Agent 2 read 2.4, 4, 6, 11.2, 16.

It is supposed that at t=6.8 s (k=18), the
observation information of Agent 2 cannot be re-
ceived by Agent 1 and Agent 3 immediately. Un-
til five cycles pass (m =5), the observation is
accepted by Agents 1 and 3.

Fig. 2 shows the relative layout and the traj-
ectories of three agents, where the red solid curve
represents the revised trajectory by GPS and rela-
tive distance with transmission delay. Although
Agents 1 and 3 receive the observation informa-
tion from Agent 2 with transmission delay, by
the compensation the delay effect on position esti-
mation can be eliminated. In Fig. 3, the compari-
sons of the position error of Agent 1 under no-
delay, and delay with/without compensation are
demonstrated. The black dashed curve represents
the transmission delay, which is compensated by
the compensation algorithm in this paper. It can
be seen from Figs. 3—5 that the position estima-
tion precision will be reduced (As in Fig. 5, there
is at least no increase error) if delay information
can be utilized. By the proposed method, the esti-
mation curve is drawn back to the circumstances
with no delay once compensation occurs. Other-
wise, it will continue to be the green curve. After
compensation, the estimated position curve is al-
most in accord with that of no transmission de-

lay.

0.045 0
0.044 5
0.044 0
0.0435
0.043 0
0.0425
0.042 0
0.041 5
0.041 0|
6

Without transmission delay
---- With compensation
Without compensation

g
g
=
[=]
=
o
=
1S

=1
<
g

8
7]

m

Fig. 3 Comparison of estimated position of Agent 1

with/without transmission delay

Without transmission delay
---- With compensation
Without compensation

x estimation error / m

Fig. 4 Comparison of estimated x coordinate of Agent 1

with/without transmission delay

y estimation error / m

Without transmission delay
---- With compensation
Without compensation

75 80 85 9.0 95
t/s

Fig. 5 Comparison of estimated y coordinate of Agent 1

with/without transmission delay

In order to verify the validity of the algo-
rithm, three simulation modes are adopted in the
simulation. In the first mode, the observation in-
formation from Agent 2 at k= 18 is received by
others, which is a benchmark for the other two
modes. The second mode is that the observation
information cannot be received before the next
new measurement. While the third mode is that

the observation information is received after 3 de-
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lay cycles pass (k+m=21) and then the receiver
agents are compensated. The comparison results
of the estimated state x, y. ¢ and the error of A-
gent 3 under no delay and delay with/without
compensation are demonstrated in the Tables 1—
3. By compensation, the error amount is reduced

to about 10%. So the precision of the estimated

state is improved dramatically due to the compen-
sation. Moreover, the simulations also show that
even though no relative measurement occurs a-
mong agents during time step £#=18—23, for re-
lation which has been setup before, Agents 1 and
3 can benefit from the absolute measurement

from Agent 2.

Table 1 Comparison of estimated x of Robot 3 under three modes m
Time 18 19 20 21 22 23
No delay 0. 395 00 0.370 63 0.341 62 0.305 22 0.267 23 0.224 71
Delay without compensation 0.395 13 0.370 76 0.341 74 0.305 34 0.267 34 0.224 83
error 0.000 13 0.000 12 0.000 12 0.000 12 0.000 12 0.000 12
Delay with compensation 0.395 13 0.370 76 0.341 74 0.305 21 0.267 22 0.224 70
error 0.000 13 0.000 12 0.000 12 0.000 01 0.000 01 0.000 01
Table 2 Comparison of estimated y of Robot 3 under three modes m
Time 18 19 20 21 22 23
No delay 1.306 74 1. 266 30 1. 225 98 1.187 48 1.155 13 1.127 71
Delay without compensation 1. 306 37 1.265 93 1.225 62 1.187 11 1.154 77 1.127 35
error 0.000 37 0. 000 37 0. 000 37 0. 000 36 0. 000 36 0. 000 36
Delay with compensation 1. 306 37 1.265 93 1.225 62 1. 187 48 1.155 14 1.127 71
error 0. 000 37 0. 000 37 0. 000 37 0. 000 01 0. 000 01 0. 000 01
Table 3 Comparison of estimated y of Robot 3 under three modes m
Time 18 19 20 21 22 23
No delay —1.98566 —2.113 12 —2.194 63 —2.328 08 —2.436 27 —2.568 68
Delay without compensation —1.985 73 —2.113 18 —2.19469 —2.328 14 —2.436 34 —2.568 74
error 0. 000 06 . 000 06 0. 000 06 0. 000 06 0. 000 06 0.000 06
Delay with compensation —1.98573 —2.113 18 —2.194 69 —2.328 08 —2.436 27 —2.568 68
error 0. 000 06 . 000 06 0. 000 06 0. 000 00 0. 000 00 0. 000 00

5 Conclusions

The reliability of the algorithm in CL must
be considered in poor communication scenario.
The proposed method of state and covariance
compensation algorithm for communication delay
is useful, especially for the case where the obser-
vation information is subject to several times
broadcasting and then is received by other agents.
By using the method, the observation information
is maximally utilized. The distinguishable feature
of the algorithm is that it is based on the esti-
mated state compensation rather than the ob-
served information correction. However, it is as-

sumed that the estimated moment parameters in

the two different cases are approximate in a short
period. Whereby, the state transition matrices at
same moments in different cases are identical.
But there are some differences in practice, which
explains why the results in compensated states
are not completely consistent with those of no

transmission delay in the simulations.
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