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Abstract: Twin support vector machine (TWSVM) is a new development of support vector machine (SVM) algo-
rithm. It has the smaller computation scale and the stronger ability to cope with unbalanced problems. In this pa-
per, TWSVM is introduced into aircraft engine gas path fault diagnosis. The generalization capacity of Gauss ker-
nel function usually used in TWSVM is relatively weak. So a mixed kernel function is used to improve performance
to ensure that the TWSVM algorithm can better balance a strong generalization ability and a good learning ability.
Experimental results prove that the cross validation training accuracy of TWSVM using the mixed kernel function
averagely increases 2%. Grid search is usually applied in parameter optimization of TWSVM, but it heavily de-
pends on experience. Therefore, the hybrid particle swarm algorithm is introduced. It can intelligently and rapidly
find the global optimum. Experiments prove that its training accuracy is better than that of the classical particle
swarm algorithm by 5%.
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0 Introduction

The aircraft engine is an important equip-
ment of an aircraft, and it is the power source of
the aircraft. Modern aircraft engines work in a
very harsh environment with high temperature,
high pressure, strong vibration, and variable
load, etc. , so it is very easy to damage aircraft
engine components. Therefore, it is imperative
for fault diagnosis of aircraft engines. According
to the statistical data, most of faults occur in gas

pathst!

and gas path faults are often potential and
difficult to judge'®, so researching on fault diag-
nosis of gas paths is important,

Classical support vector machine (SVM) al-
gorithm has been introduced to complete aircraft

engine gas path fault diagnosis, and a lot of pa-

perst® have reported it. Classical SVM has a-
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chieved good classification accuracy in fault diag-
nosis of aircraft engines. In this paper, a new
SVM, i.e., twin support vector machine (TWS-
VM) is introduced, and it is a new development
of SVM theory. It is a novel SVM based on non-
parallel support hyper-plane and its performance
is mature, Compared with the traditional SVM,
the size of TWSVM quadratic programming prob-
lem is quarter of that of SVM %™, so the opera-
tion velocity of TWSVM is accelerated. In addi-
tion, TWSVM also shows higher ability in deal-
ing with imbalanced problems.

This paper introduces TWSVM algorithm to
complete aircraft engine gas path fault diagnosis, uses
a new optimization algorithm termed as hybrid parti-
cle swarm optimization ( HPSO)'™ to optimize pa-
rameters of TWSVM and adopts a mixed kernel func-

tion to improve performance of TWSVM,
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1 Aircraft Engine Gas Path Fault
Diagnosis

The modern aircraft turbofan engine is gen-
erally composed of air inlet, fan, high pressure
compressor, main combustion chamber, high
pressure turbines, low pressure turbines, after-
burner, nozzle, etc. Their faults are known as
aircraft engine gas path faults, and if any of them
occurs, the performance of the whole machine
will decline.

In the working process of aircraft engine,
there are various faults, such as oxygen corro-
sion, damage collided by foreign objects on sur-
face of engine parts and blade fracture because of
collision, and so on. These faults will cause dam-
age to the gas path components of aircraft engine,
and structure damage can lead to the saltation of
engine performance parameters, such as pres-
sure, temperature of high and low compressor
import and export, efficiency of high and low
compressors, speed of high and low pressure ro-
tor and fuel flow rate. The principle of aircraft
engine gas path fault diagnosis is to deduce back-
wards and find out engine component states, and
finally find locations of engine faults based on the
changes of engine part performance parameters.
The usual method of aircraft engine gas path fault
diagnosis is that according to multiple state varia-
bles of gas path components, comprehensively
analyze these variables and make an evaluation so
as to deduce the performance of this engine.

Aircraft engine faults mainly include three
aspects:

(1) Engine structure component damage.

(2) The engine system or some components
have lost their original function.

(3) Performance degradation exceeds the de-
sign requirements of an engine.

At present, methods of performance status
monitoring and fault diagnosis for aircraft engines
are divided into the following classes: (1) The
status monitoring technique based on the small
deviation linearization fault equation; (2)Fault di-

agnosis methods based on the artificial intelli-

gence algorithms; (3) Fault diagnosis methods
based on knowledge learning rules. The SVM al-
gorithm for aircraft engine fault diagnosis belongs
to machine learning that is a part of artificial in-
telligence algorithms.

In this paper, the TWSVM algorithm is in-
troduced to carry out the fault diagnosis of air-
craft engine. Because directly obtaining test data
and fault data of engines is difficult, this paper u-
ses gas turbine simulation program (GSP) soft-
ware for modeling and simulation of the PW4056
engine developed by Pratt & Amp Group™.
Then according to the thermodynamic parameters
of each section in different working conditions,
the influence matrix of fault diagnosis is genera-
ted by establishing an influence matrix equation.

Fig. 1 shows the principle of using HPSO-
TWSVM to carry out fault diagnosis, in which
training data are used to train TWSVM classifica-
tion model and HPSO is used to optimize parame-
ters of TWSVM. Then, the test accuracy of this

classifier is obtained.

Obtain fault data by
establishing aircraft
engine fault model

Train
- 1
Optimize |Nonlinear TWSVM| Test tolglze;irél: gfass
HPSO multlciiis(;gcatlon of every new

fault sample

Fig. 1 Simple flow chart of HPSO-TWSVM fault diagnosis

2 Basic Principle of TWSYVM

TWSVM was proposed by Jayadeva et al.
based on the generalized eigenvalue SVM (GES-
VM) in 20071, Both of TWSVM and GESVM
change the model structure from two parallel sup-
port hyper planes to a pair of nonparallel hyper
planes, which extends SVM to a wider and more
complex field. So TWSVM can process some data
distribution styles that the SVM is difficult to
deal with. Especially, the size of convex quadratic
programming optimization problems of TWSVM
is only one fourth of that of SVM's, and it im-
proves training speed in theory.

TWSVM, like SVM, was originally designed
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for a binary classification, and its basic principles
are as follows.

Assuming that the training sample set is
T={(x1, T D.s(x,s =Dy (appns — D) yeee,
(Xprys — D}ox; € Ryi=1,,p+ q. Let A=
() )T € R, B=C(2, " sx,," € R™
and [ = p + q.

In this paper, the nonlinear TWSVM is
used, so its brief introduction is given here. Since
the linear TWSVM could not be extended to the
nonlinear case directly like standard SVM, we
need kernel functions for the nonlinear case. The
kernel-generated plane is

K&, CHu+b.=0
K&x".CHu +b_=0 (D
Two primal problems of nonlinear TWSVM

are
,,f}f&% I KA.CHute b |7 tce &
s.t. —(KMB,CHu,+e b)+&>=e ,6 =0
(2)
and

min + | KB.CHu +e b || +crel &

w bz 2
s.t. (KA, CHu +e b))+ E=e .60
3
where C=[A;B| € R,
After solving their corresponding dual prob-

lems
maxe® @ — %aTR (STS) 'R'a

s.t. 0l << cre 4
and
maxel y— %y“‘sm"‘R) SISty
sot. 0Ly << cpee 5
where R=[KB,C")e ],S=[KA,C")e, ].
The solutions of Eq. (2,3) are obtained by
wi.b.)"=—("S 'R'a (6)
Wb )T =—(R'R)'STy )
Thus a new test point is predicted to its own class
by
classlabel =arg h1:n‘in |K(x",CHu, +b| (8
The classical SVM algorithm is based on the

principle of the distance maximum between two

kinds of sample points to find all support vector

points, and then find a classification hyper plane
in middle of the two classes. The innovation of
TWSVM is to find a relatively independent sup-
port hyper plane for either class. Thus, TWSVM
has a new model structure and some new abili-
ties. But a good TWSVM classifier is heavily re-
lies on parameter optimization, so a fine parame-
ter optimization algorithm is important. In this

situation, the HPSO is introduced.

3 TWSVM Based on HPSO

3.1 Characteristics and principles of HPSO

The particle swarm optimization (PSO) is
proposed by an American electrical engineer
Eberhart and a social psychologist Kenndy in
1995817,
ods for parameter optimization of SVM. The key

This algorithm is one of common meth-

of this method is how to ensure that particles land
at the optimal solution. In order to achieve this
goal, the PSO algorithm cleverly simulates bird
foraging behaviors, and forms a model about so-
cial and individual nature. By regulating two
weight coefficients of personality and society,
particles land in objectivel" 1,

The mathematical description of the PSO al-
gorithm is as follows: assume a n-dimensional
search space, m particles compose of a particle
swarm Xx (15225 sx,) s where x;, =
(L1 sXins**sx:,) | is a position of particle ¢, and
its velocity is v, = (v;1 50,25 svi,) © . The indi-

vidual optimal position of particle i is pbest; and it

can be described as pbest; =
(pbest; s pbest;, =, pbest;,) " . The global op-
timal position of this swarm is gbest =

After

swarm finds the two optimal positions in the cur-

(gbest, ,gbesty - gbest,) " . particle

rent iteration, they will update their own velocity

and position according to the following equations

v =w e vty e o randO (pbestt, — 2t )+
¢, » rand () (ghestt — 2% ) 9)
o =xta ol (10)

where ¢; ,¢, are acceleration constants; rand ()
generates a random number in (0,1) ; v, and 2%,

are the velocity and position of particle 7 at dimen-
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sion d and iteration k ; pbest?, is the individual
optimal position of particle i at dimension d and it-
eration k& ; gbest is the global optimal position of
particle swarm at dimension d and iteration & ,
and w is the inertia weight.

From the above particle evolution equations,
it can be find that ¢, and ¢, adjust the step size of a
particle to flight forward its own best position and
the global best position, respectively. For the
PSO algorithm, exploration is that particles leave
the original optimized track by a larger extent.
Then exploitation is that particles search more de-
tail on the original track. Ref. [11] pointed out
that w was a proportional parameter for explora-
tion and exploitation of the PSO and the influence
of w on algorithm performance was researched.
From experimental results, it can be find that a
larger w is good for the algorithm to jump out of
the local optimum, and a smaller w is good for the
local deep optimization, in other words, the con-
verging speed of the algorithm is accelerated.

However, the performance of the classical
PSO algorithm needs to be improved to deal with
the optimization problems with high complexity.
Recently, evolutionary algorithms, traditional
optimization algorithms or other techniques are
used to improve the PSO. Among the improved
methods, HPSO is one of the most effective algo-
rithms. The improvement principle is that algo-
rithms enhance global exploring ability by enric-
hing the diversity of particles or enhance the con-
vergent speed and accuracy by improving the PSO
local exploitation ability. There are two general
mixed strategies: (1) Use other optimization tech-
niques to self-adaptively adjust shrinkage factor/
inertia weight/acceleration constant, etc. (2)
Combine PSO with other evolutionary algorithms
or other techniques. HPSO belongs to the first
kind. The hybrid concept is from the genetic al-
gorithm (GA). In each time of iteration, accord-
ing to the hybridization rate, the algorithm puts a
part of particles into the hybrid pool, particles in
this pool arise randomly pairwise hybridization to
produce progeny particles with the same number

compared with their father particles, and then

progeny particles replace parent particles. The
position of the progeny is obtained by the cross-
over of the parent positions

x, =i Xx,(H)+dA—1 Xx,(2) an
where x, is the position of progeny, x, the posi-
tion of father particles, and ¢ the random number
in (0,1).

Velocity of progeny can be computed by

v p— v7l1(1)+vm (2)
v, (D F, (2)

where v,, is the velocity of father particles, and v,

| v, 12)

the velocity of progeny.
Fig. 2 is the 3-D graph of one of universal
standard functions named Rastrigin. The mini-

mum of Rastrigin is 0.

Fig.2 3-D graph of Rastrigin function

In the paper,Rastrigin is used to test the per-
formance of PSO and HPSO briefly. From this
simple test, we could find that HPSO algorithm
can find the global optimal value in almost the
same time. Through many experiments, we find
that HPSO has better ability on finding global op-
timal value than PSO (Fig. 3), though they are
stochastic algorithms., HPSO needs more time to
compute, but when the dimension of a problem is

big enough, this disadvantage can be ignored.
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Fig.3 Performance comparison of PSO and HPSO
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3.2 Selection of kernel function

The essence of improving performance of
TWSVM algorithm is to improve its learning a-
bility and generalization ability. Eenhancing the
performance of its kernel function is an important
way to improve the performance of TWSVM al-
gorithm. We often use the Gauss kernel function
as the kernel function, which has a strong learn-
ing ability but relatively weak generalization abili-
ty. So the mixed kernel (MK) function''? which
can balance the generalization ability and learning
ability well is introduced.

In this section, a simple polynomial kernel
function and a Gaussian radial basis function are

used to construct the mixed kernel function

2
=

Kay=y-el ) 400 oz +1)
y>0,0>0 (13)
where ¥ and @ are the proportions of the Gaussian ra-
dial basis function and the polynomial kernel func-
tion, respectively. In order to ensure that the mixed
kernel function does not change the rationality of the
original mapping space, generally make 0 <{y,0<1

1
26"

b

and ¥+ § = 1. At the same time, make s =

thereby the mixed kernel function is

K(rsa) =y e lmal™ 4 a—y).

(xex;+1)° 0L y<l1 (1)
The basic information of data sets used in the

paper is shown in Table 1.

Table 1 Data sets

Account of Dimension of

Data set . Label number
sample points feature vector
Sonar 208 60 2
Iris 150 4 3
Vehicle 846 18 4
In these experiments, ¢, =c, =0. 01 are fixed

and then the grid search method is used to find
optimal parameters. Variable parameters of MK-
TWSVM are y,s and that of TWSVM is 5. The
first two groups of comparative experiments use
5-fold cross validation to estimate accuracy, and
the last group about Vehicle data uses a single ac-
curacy rate to estimate accuracy for reducing the
amount of calculation. In addition, the second

(31 multi-class

contrast group uses the 1 v rest
classification algorithm, and the accuracy is not high
for the third group after using this method, so the 1 v
1 multi-class classification algorithm is used.

Results of these experiments are shown in
Table 2. Through the experimental verification,
we can see that the mixed kernel function plays a

significant role in performance improvement.

Table 2 Comparison results of MK-TWSVM and TWSVM

Data set Accuracy/ % Optimal parameter
MK-TWSVM TWSVM MK-TWSVM(y,s) TWSVMC(s)
Sonar 82.752 6 80.232 3 0.990 0, 0.270 0 0.095 0
Iris 96. 666 7 94.000 0 0.500 0, 0.049 0 0.046 0
Vehicle 81.656 8 79.411 8 1.000 0, 0.006 1 0.007 0

3.3 Training algorithm of TWSVM

This paper introduces a fast calculation meth-
od named successive over relaxation (SOR)M as

follow

maxel @ — %a'I‘C(H"‘H) “'G'a

st 0<<a< e (15)
Aiming at a quadratic programming problem
above, SOR is written as
ad =G —tE Qa' —e+ L™ —a))) .
(16)

where Q is the quadratic matrix of convex quad-
ratic programming (Eq. (15)), and L and E are
composed of elements of Q. L is the strict lower
triangular matrix, and elements located in lower
left of the main diagonal correspond to the ele-
ments of same positions in Q. E is the diagonal
matrix, and diagonal elements are in one-to-one
correspondence to the diagonal elements of Q. ¢t €
(0,2) . This algorithm starts with any ¢ € R",
and through Eq. (16) unknown variables can be

solved by iteration methods. The corresponding
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numerical solutions of convex quadratic program-

ming problems of TWSVM are obtained until

| ™ —a' || is enough small.

In addition, ). is an operator

JO a; << 0
(i) » =<a 0<a; <c 17
L’l a; = ¢

In particular, Eq. (16) is not the final itera-

1 in right of

tion equation and there must be no o
the equation. Only in this way, it can be running

on computers.

4 Gas Path Fault Diagnosis Based on
HPSO-TWSVM

After obtaining the corresponding classifica-
tion rules and the fault data, aircraft engine fault
diagnosis becomes a pattern recognition problem.
In this paper, the corresponding classification

L) and the method of resample

rules are introduced
is used to enrich data sets. After then, TWSVM
with a mixed kernel function is used to carry out
this pattern recognition problem. In this process,
TWSVM classification model is a fitness function
for HPSO. Through choosing suitable parameters
for HPSO algorithm, an optimal classification
model of HPSO-TWSVM is built.

Procedures of gas path fault diagnosis based
on HPSO-TWSVM are as follows:

Step 1  Obtain the corresponding classifica-
tion rules of gas path fault diagnosis and divide
the fault data set into a training set and a test set
according to a certain proportion,

Step 2
TWSVM classification model.

Step 3 Use HPSO to find the optimal pa-
rameters of MK-TWSVM. Set the position and

velocity of each particle randomly.

Step 4

Use the training set to train MK-

Calculate the fitness value of each
particle. If the fitness function value is better,
update the best individual position of the particle,
i. e. pbest. Compare all pbest and find the global
optimal position gbest.

Step 5 Choose a certain number of particles

according to hybrid probability, and put them in-

to the hybrid pool. The particles in the pool are
randomly paired to produce offspring with the
same amount of their father generation particles.
The position and velocity of the offspring are
computed by Egs. (11,12) and updated by Egs.
(9,10).

Step 6 When this algorithm meets stop con-
ditions, stop the search and give the output. Or
return to Step 5 to continue.

Step 7 After obtaining the optimal classifi-
cation model, use the test data set to get test ac-
curacy and running time.

Fig. 4 gives the flow chart of HPSO-TWS-
VM algorithm.

S Experiments

According to the procedure of obtaining the
aircraft fault analysis rules in Section 2 and the
procedure of gas path fault diagnosis based on
HPSO-TWSVM in Section 4, experiments are
carried out. In this paper, the decision rules for
fault diagnosis in Ref. [ 9] are adopted. In Ref.
[9], the decision rules for fault diagnosis are ob-
tained in conditions: flight height H=10 700 m,
atmospheric pressure p, =0. 237 23 bar, atmos-
pheric temperature T, = 218. 6 K, atmospheric
density p, =0. 378 06 kg/m’, Mach number Ma =
0. 39, thrust Fy=47.01 kN. All programs in this
paper are edited on MATLAB 2014a and comput-
er configurations are Intel Core i5-4200M CPU
with dominant frequency 2. 5 GHz, RAM 8 GB, a
64 bit operate system of Windows 10.

We choose all kinds of fault data in Ref. [9]
and generate randomly samples obeying the nor-
mal distribution by using the variance and the
mean of every original sample according to corre-

L5  Tts formula is

lation methods of resampling

x; =x; (1 + L % g ¥ randn) (18)
where x; is any sample, L =0. 1 is a constant, g,
is the standard deviation of x; , and randn gener-
ates random number obeying the normal distribu-
tion. According to this method, we generate 200
samples, 100 of which are used as the training

samples, and the other 100 as test samples. The

5-fold cross validation is used in training, the av-
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Judge whether
the individual fitness of
everyparticleis the current
best fitness

Keep the original
individual best
fitness of the
particle

Update the
individual best
fitness of every

particle

After comparison of all particle
individual optimal fitness, update the global
optimal particle swarm fitness

Start

Set the related parameters and
initialize particle swarm
¥
Establish a fitness function,
the function with optimizing
parameters as input, MK-
TWSVM classification error
as output, and then put all
parameters and Particle swarm
into the fitness function

li

Update particle positions
and calculate the fitness
function again

i

—
Update the Hybridize
global optimal particles in the

fitness hybrid pool

Determine whether
the program reaches the maximum
number of iteration

Get the optima
parameters
Put the optimal parameters

into MK-TWSVM, and
then test new samples

End

Fig. 4 Flow chart of HPSO-TWSVM algorithm

erage of which is adopted as the training accura-
cy, and the time of the whole training process is
defined as the running time.

Fig. 5 shows the parameter convergence of
different algorithms in a simple experiment, and
these two algorithms can find the best values
These experiments give us a

within two steps.

1.04

— PSO-TWSVM
- HPSO-TWSVM

4 6 8 10
Number of iteration

Fig.5 Parameter convergence

guide and then we can use this result to complete
the following research.

The following experiments are all carried out
under the condition of mixed kernel function as
Eq. (14). The first and second experiments are
carried out in two different multiple classification
methods. In last two experiments, we use PSO
and HPSO respectively to optimize parameters of
MK-TWSVM. In order to reduce the amount of
computation, we set two penalty factors are e-
qual, i.e. s ¢, =c,, and fix the mixed kernel func-
tion parameter ¥y =0. 5. Accordingly, we need to
optimize only two parameters. In order to better
contrast the two optimization methods, the com-
mon parameters of the two algorithms are set as
follows:the number of population is 10, two ac-
celeration constants are all 2. 05", initial iner-

tia weight is 0. 8, the maximum times of iteration is
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2, and the dimension of any particle position is 2.
The experimental results are shown in Table
3.

problem, 1 v 1 method has a higher accuracy. Be-

In dealing with the multi-class classification

cause every two classes of samples need a binary

. . N(N—D
classifier and all of the samples require ——
(N is the total number of categories) binary clas-
sifiers, and it needs to design more complex vot-
ing algorithm, the computation needs more time.
In the case of adequate computing power, we usu-
ally choose the 1 v 1 multiple classification algo-

rithm in 2—4 groups. However, parameter opti-

mization methods used in 2—4 groups are differ-
They are respectively grid search, PSO and
HPSO.
can find the global optimum, and PSO can find a

ent.

Experimental results show that HPSO

group of local best parameters. In addition, grid
search algorithm also finds the best parameters,
but it excessively relies on experience.

The experiment that has four parameters to
optimize is carried out, and results are shown in
Table 4. From the results we can see that HPSO
uses much less time in the case that there are
more parameters need to be optimized, because it

can intelligently find out the best parameters.

Table 3 Comparison of experimental results of different algorithms

TWSVM PSO-TWSVM HPSO-TWSVM
Method
1 v rest 1vl1 1vl 1vl
Training accuracy/ % 97 100 95 100
. c;=0.1 c;=0.1 ¢ =5.6951 c;=1.029 3
The optimal parameter
s= 880.0 s = 800.0 s = 5.289 1 s = 0.899 8
Training time/s 141.740 4 222.806 0 545,082 2 619.129 7
Test accuracy/ % 100 100 95 100

Table 4 Comparison results of TWSVM and HPSO-TWSVM

Methods TWSVM HPSO-TWSVM
Training accuracy/ % 100 100
;= 0.1 = 0.404 3
The optimal ¢, = 0.6 c;= 0.859 7
parameter s = 800 s = 2.2219
y= 0.4 y= 0.3545
Training time/s 176 3.677 8 817.716 4

6 Conclusions

(1) The feasibility and effectiveness of TWS-
VM in aircraft engine fault diagnosis are verified
through the experiments. This is a new explora-
tion for SVM technology in aircraft engine fault
diagnosis.

(2) It is proved that HPSO has better opti-
mization performance than PSO though it needs
slightly more time. HPSO is easier than PSO to
find the global optimum.

(3) A mixed kernel function can improve the
performance of a kernel function so as to ensure
that the TWSVM algorithm can better balance
the generalization ability and the learning ability.

(4) The 1 v 1 multiple classification algo-

rithm™™ of TWSVM has better training accuracy.
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