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Abstract: The space target imaging is important in the development of space technology. Due to the availability of
trajectory information of the space targets and the arising of rapid parallel processing hardware, the back projection
(BP) method has been applied to synthetic aperture radar (SAR) imaging and shows a number of advantages as
compared with conventional Fourier-domain imaging algorithms. However, the practical processing shows that the
insufficient accuracy of the trajectory information results in the degrading of the imaging results. On the other
hand, the autofocusing algorithms for BP imaging are not well developed, which is a bottleneck for the application
of BP imaging. Here, an analysis of the effect of trajectory errors on the space target imaging using microlocal
technology is presented. Our analysis provides an explicit quantitative relationship between the trajectory errors of
the space target and the positioning errors in the reconstructed images. The explicit form of the position errors for
some typical trajectory errors is also presented. Numerical simulations demonstrate our theoretical findings. The
measured position errors obtained from the reconstructed images are consistent with the analytic errors calculated
by using the derived formulas. Our results will be used in the development of effective autofocusing methods for
BP imaging.
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0 Introduction

Conventional inverse synthetic aperture radar
(ISAR) imaging uses range-Doppler (RD) meth-
od, in which a simple fast Fourier transform
(FFT) is applied in the cross-range dimension to
achieve the cross-range resolution. The RD meth-
od works under the assumptions of plane wave-
front and small rotation-angle in the coherent pro-
cessing interval (CPD)'. Motion compensation
including range alignment and phase compensa-
tion is necessary before the FFT in cross-range to
remove the translational motion component be-
tween the target and the radar. This FFT-based

imaging method becomes invalid if the target un-

dergoes a larger rotation relative to the radar ac-

Article ID:1005-1120(2018)06-0913-11

companied by migration through resolution cell
(MTRC)H#,

Many literatures for ISAR imaging of space
targets have appeared®. In space target ima-
ging, the trajectory information of space targets
is always available. The targets mostly undergo
stationary motion. This in fact enables the appli-
cations of the polar format algorithm (PFA)!!!

and back-projection (BP)H#1

imaging method to
integrate longer data than conventional RD meth-
od, and hence obtain higher image resolution. As
compared to RD and PFA, the BP imaging meth-
od has several advantages: (1) it does not need
motion compensation required by RD algorithm;
(2) it does not need the assumption of plane

wave-front; (3) it is applicable to arbitrary traj-
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ectories and imaging geometries; (4) it can be
implemented efficiently exploiting parallel pro-
cessing and high speed hardware, e. g. graphic
processing unit (GPU). In this paper, we are in-
terested in performing the image formation of
space targets using BP method with the known
trajectory information.

Due to the limited accuracy of the trajectory
data, the errors in the trajectory may lead to mis-
positioning and smearing of the space target in
the reconstructed image. We provide an analysis
of the effect of trajectory errors on the image re-
construction and use the microlocal analysis to get
explicit expressions of the positioning errors. The
results show the relationship between the positio-
ning errors and the trajectory errors, and the de-
pendency of the positioning errors on the space
target trajectory, the flying velocity of the space
target, etc. We specify the positioning errors due
to trajectory errors for some typical types of traj-
ectory errors. Numerical simulations are per-
formed to demonstrate our analysis. Our results
can be easily extended to the bistatic ISAR ima-
ging case. The approach for analyzing the positio-
ning errors due to space target trajectory errors is
initially presented in our previous conference pa-

pert'™.
1 ISAR Imaging Principles

The ISAR imaging from the perspective of
BP theory is briefly described in this section.
The received signal of ISAR is given as

R(X(s)

d(s.t) :Je o (=7

) ACX(s) v) T(X () dwdX (s)
(D

where ¢ denotes the fast time, s the slow-time, ¢,
the electromagnetic wave speed, w the angular
frequency of the transmitted waveform, X(s) the
coordinates of the scatterers on the target, and
T(X(s)) the target reflectivity. The s dependency
of the scatterer position accounts for the position
change as the space target flies along the trajecto-
ry. Note that the stop-go assumption is used in
Eq. (1), which is valid for the cases of pulsed

transmitted waveform and little radial motion ex-

isting between the space target and the radar.
A(X(s),w) is a complex amplitude function inclu-
ding the transmitted waveform and the antenna
beam patterns. R(X(s)) denotes the total range
of the two-way propagation of the electromagnetic
wave. For monostatic ISAR, R(X(s)) is given
by

R(X(s))=2|X(s) —p]| 2
where p denotes the position of radar. Without
the loss of generality, we focus on monostatic
ISAR imaging in the rest of the discussion.

Let X(s)=v()+ X (3)
where Y (s) denotes the trajectory of space target
and X’ the coordinates of the target scatterers in
the local coordinate system embedded on the tar-
get, as shown in Fig. 1.

Fig. 1 presents the imaging geometry for
space targets. Ox,x,x; is the absolute or fixed
reference coordinate system. O'x,’z,'x;  is the
local coordinate system embedded on the space
target where the origin O is usually chosen to be
at the mass center of the target. The coordinate
system O'x,'x,’z,  is translated from the origin
of Ox ,x,x; by the space target trajectory ¥(s).
Note that the rotation of the space target is not

considered during the synthetic aperture time.

Trajectory
7(s)

Radar

Fig. 1 Tllustration of imaging geometry for space target
imaging where the radar is stationary on the
ground

Substituting Egs. (2),(3) into Eq. (1), and
making the change of variables X = X’ , we have

d(sst) :Jef"‘“(’f

) A X 0) T(X) dwdX

4

In the rest of our discussion, X’ will be re-
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placed with X for notational simplicity.

A three-dimensional (3D) image can be re-
constructed as long as the data is collected in 3D
space, i.e. , ¥(s) undergoes sufficient variation in
R’. We focus on the two-dimensional (2D) image
formation. Let z € R? denote the position in the
reconstructed 2D image. By using the filtered BP

(FBP) method"?, the image can be formed as
’}‘(Z)ZJer(’ B Q(zsssw)d (sot) dodsde

5
Here
R(s-Z)=2|7(s)+Z—p| (6)
where Z € R*,Z=(z,0) . The image is assumed
to be reconstructed on a zero-height plane, i.e. ,
23 =0.

In Eq. (5), the phase term accounts for the
matched filtering. The filter Q can be chosen ac-
cording to a variety of criteria'® ' to compensate
the amplitude term in Eq. (5) or to enhance the
edges in the images, etc.

Substituting Eq. (4) into Eq. (5), we have
%(z) =J-ejq"“'l‘x"‘)Q(z ,5.0)A (Xss5.0) dods

7

where ®(®.Z.X,s) — C%[R(s,X)—R(s,Z)] .

Note that X = (x,x;) and Z = (z,0) .

The Hérmander-Sato lemma™®? tells us
that the imaging operator in fact reconstructs a
scatterer at location x on the target at position z in
following condi-

the image satisfying the

tions 1% 190 207,
1,P(Z,X,s,0)=0=>R(s,Z)=R(s,X) (&
0D (Z:X15:0) =02 f4 (5:2) = fa (5, X) (9
Here fy denotes the Doppler frequency which is
given by

fa (s,X):g Y$) e vs)+FX—p A0

where u denotes the unit vector of the vector u.

look-direction"'?* %1,

Y(s)+Z—p the radar
¥ (s) is the first derivative of ¥ (s) with respect to
s denoting the flying velocity of the space target.
Eqgs. (8) and (9) show that the reconstructed
scatterer at z has the same range and Doppler fre-

quency with the scatterer located at X “12:1%2

2 Analysis of Positioning Errors Due
to Trajectory Errors

In this section, we analyze reconstruction er-
rors in ISAR images due to errors in the trajecto-
ry of the space target using microlocal analy-
sigh® 20:20]

Let Y(s) denote the ideal or assumed trajecto-
ry and ¥° (s) =¥ (s) +-e Ay (s) the true trajectory of
the space target wheree is a small constant. In an
ideal case where the target is tracked with suffi-
cient accuracy, i. e. AY(s) & 0, the scatterer X on
the target is mapped to z, in the image. We refer
to z, as the correct position of the scatterer in the
reconstructed image. Note that the mapping from
X to z, is associated with the projection of 3D co-
ordinates to 2D coordinates.

Letz=z, + Az be the erroneous reconstructed
position due to trajectory error AY(s). Using
Egs. (8) and (9). we have'*

R ($),2)=R((7(s)2¢) =

R(y(s) +eAy(s),z)=R((Y(s),z— Az) (1)

Sa (Y (s)sz)=fa(Y(s)s20) =

Ja(¥(s) +eAy(s),z)=fa(Y(s),z— Az) (12)

By expanding the terms on the left side of
Eqgs. (11) and (12) in Taylor series around e =0
and keeping the first-order terms, Eqs. (11) and
(12) will respectively become

VR (¥(),z) s Az=
—ed R (7(s) +eAY(s),z)
V. fa(¥(s)sz) s Az =
—ed fa(Y(s) +eAy(s),z) | 14>

By simplifying Egs. (13) and (14), we will

=0 a3

obtain

——

Az « E(s,2) = —eAY(s) « (Y +Z—p)

|E(s5-2) |
(15)
Az -E(s,z) :m[*eﬁy(s‘) .
N o ey . AYE (Zes)
(16)
where
E(ssz)=D.y(s) +Z—p an
e _ i" 1Z78}
‘_4(.\’1) D: ‘)/(S>+pr‘ (18)
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and

1 0 0
D,( j 19
0 1 0

where D. denotes the projection matrix that pro-

jects a 3D vector onto the image plane. Thus, &

denotes the projection of radar look-direction onto

the image plane. We refer to Az « E(s,z) as the
radial positioning error and denote it by Az",
2, 0z,.

In Eq. (18), ¥+ (Z,s) denotes the component
of the velocity perpendicular to the radar look-di-
rection, which is given by

Y (Zas)=7() — [¥(s) « (Y()+Z—p)]-
(v(s) +Z—p) 20

We refer to the direction of ¥+ (s) as the
transverse radar look-direction'”). Z defined by
Eq. (18) denotes the projection of the transverse

radar look-direction onto the image plane. Thus,
Az« Z(s.z) is refered to as the transverse positio-
ning error and can be denoted by Az'. According-
ly, Ay" (s) in Eq. (16) denotes the component of

the trajectory error perpendicular to the radar

look-direction ¥(s) +Z — p. A¥(s) is the deriva-
tive of Ay (s) with respect to s , denoting the ve-
locity error of the space target. The details of the
derivations of Egs. (15) and (16) are presented
in Ref. [26].

From Egs. (15) and (16), we have the fol-
lowing findings:

(1) The radial positioning error Az" is deter-
mined by the radial component of the trajectory
errors. The transverse positioning error Az' de-
pends on the radial component of the velocity er-
ror, the transverse component of the trajectory
error, the velocity of the space target and the
range between the radar and target. Note that we
refer to the radial component as the projection of
a vector onto the radar look-direction and the
transverse component as the projection of a vector
onto the plane perpendicular to the radar look-di-
rection.

(2) The first term in the square bracket of
Eq. (16) makes more contribution to the trans-

verse positioning error than the second term due

to the large range term in the denominator of the
second term. This implies that the value of Az' is
more affected and determined by the radial veloci-
ty error of the space target.

(3) The dependency of Az" and Az' on s gives
the explanation of smearing in the reconstructed
image. In the case of wide-aperture imaging
where the change of the radar look-direction be-
comes significant during the CPI and the case
where the trajectory errors are time-varying, the
positioning errors accordingly change with time
leading to the defocusing of the targets.

The positioning errors induced by typical
trajectory errors including constant, linear, quad-
ratic and sinusoidal trajectory errors are analyzed.
The results are listed in Table 1. The angles are

defined as follows.

Table 1 Positioning errors due to different types of trajecto-
ry errors
AY(s) Az" Az!
A, Ay - 47‘0 cosl
cosy SIngcosy |
" v |Y(s)+Z—p \ L cosl
Vs — s — =T — = ——
cos¢ [+ () | cosg | singcos¢ |
1, _ac 5, a: Y(S)+Z_p‘ ~_ accost 2
¢ 2cos¢ |75 () | cosg 2singcosg |
_ (Acwcosws)" | V() +Z—p \ o
- )T A . AN
A, sinws — (A, sin@s) |y ‘ () | cosy
cosy (A.sinws) ' cosl

Singcos¢ |

¢ :Grazing angle of radar look direction ( the

angle between ¥ (s) +Z — p and its projection on
the image plane).

¢ | : Grazing angle of radar transverse look
direction (the angel between ¥Y' (Z,s) and its
projection on the image plane).

9 : The angel between ¥(s) and Ay (s) .

¢ : Viewing angle (the angle between ¥(s)
and Y(s) +Z—p).

Fig. 2 illustrates the related vectors and an-
gles. The gray plane denotes the image plane de-
noted by z,Oz,. The coordinates Oz, z,2; coin-
cides with the local coordinates O’z x, 'z,  at the
starting time of the synthetic aperture. The dark

red and green arrows denote the directions of &
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23

AY'(s)
AY(s) b Real trajectory
S
S 2Z 7 trajectory
7 =
X, 7/ / AL
7 g // Image projection
,// plane
[
J/ Y$)+Zp
/

55 Radar

Fig. 2 Tllustration of angles and vectors used in trajecto-

ry error analysis

and & , respectively.

Note that in Table 1, the superscript r and t
denote the radial and transverse components of a
vector, respectively. For example, AY; = Ay, «
(Y(s) +Z—p) and A 7, = ‘A Yo ‘ A. sinws in
the last row denotes a 3D sinusoidal function,
i.e., A.sinws =[ Alsinw;s A’sinw,s Alsinwss] .

Nextly the positioning errors for each case in
Table 1 are analyzed in detail.

(1) Constant trajectory error AY, The second
row of Table 1 gives positioning errors induced by
the constant trajectory error. The radial error Az"
is dependent on the radial component of Ay, and
the transverse error Az'is dependent on the trans-
verse component of AY,. For a relatively short
synthetic aperture, the radar look-direction does
not change much. Az"and Az' are approximately
constant with only position shift in the recon-
structed image rather than defocusing. However,
for a large synthetic aperture, the radar look-di-
rection undergoes relatively large change leading
to large changes of angles ¢»¢p| and @ . Thus, Az’
and Az' may vary significantly with slow time,
which leads to the smearing of the reconstructed
target even if the trajectory error is constant.

(2) Linear trajectory error v.s The third row
of Table 1 shows the positioning errors due to the
linear trajectory error v.s where v. denotes the ve-
locity error. For a short synthetic aperture where
the radar look-direction and related angles are al-

most constant, Az" and Az' vary linearly with slow

time with the radial velocity error vi and trans-
verse velocity error v. being the slopes, respec-
tively. As shown by the first term in the third
row and the third column, Az' is also dependent
on v.. This v, dependent term is much larger than
the second linear term in Az' and also larger than
the radial positioning error Az" due to the multi-
plication of the range term | Y(s) +Z—p | .

(3) Quadratic trajectory error a.s’ /2 Ignoring
the changes of the radar look-direction and the re-
lated angles in a relatively short imaging time,
Az" and Az' are both quadratically dependent on
the radial and transverse acceleration error, al and
a. , respectively. The transverse positioning er-
ror Az" is much larger than the radial component
Az" due to the range dependent term, as listed in
the fourth row and the third column.

(4) Sinusoidal trajectory error A.sinws As
show in the fifth row of Table 1, Az" and Az' oscil-
late with time in the case of sinusoidal trajectory
errors. Similar to the cases (2) and (3), Az'is
much larger than radial positioning error and
mainly depends on the radial component of the si-
nusoidal trajectory error. Thus, the target gets
smeared in the transverse radar look-direction if
there is a radial component of the sinusoidal traj-

ectory error (A.@cos®s)’ .

3 Demonstrations

3.1 Configuration and parameters

In this section, simulations are conducted to
demonstrate our analysis. The satellite tool kit
(STKD) is used to obtain the real trajectory data of
in-orbit space targets, which is required by the
raw data generation. The transmitted waveform
is a linear frequency modulated signal. The pa-
rameters of the orbit, waveform and system con-
figuration are listed in Table 2.

The total passing time of the orbit used in
the simulations is 860. 43 s. We select a part of
the trajectory in the simulations, which corre-
sponds a CPI of 3. 75 s having 1 500 pulses. The
range between the target and the radar at the

starting time is 680. 85 km.
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Table 2 System parameters used in simulations

Parameter Value
Orbit height/km 680
Inclination of the orbit/ (%) 68

Radar longitude,
latitude/ (%)

East longitude 129
North latitude 44

Wavelength/m 0.03
Bandwidth/ GHz 1
PRF/ Hz 400
Pulse width/ps 8

In the current configuration, the synthetic
aperture length is much smaller than the radar-to-
target range. Thus, the radar look-direction and
transverse look-direction do not change signifi-
cantly during the coherent integration time.

The image plane is selected as the x,'O, z,’
plane at the starting time of the synthetic aper-
ture. The size of the scene considered in the im-
age reconstruction is 20 m’ X 20 m’® and is dis-
cretized into 300 pixels X 300 pixels with a pixel
size of 0. 067 m X 0. 067 m approximately. A
point target is assumed in the simulations. The
target is located at [0 0 0] in the local coordi-
nate system O,z; 'z, z;" with unit reflectivity,
corresponding to the [150 150 ]th pixel in the
image.

The position errors in the reconstructed ima-
ges are measured and compared with the analytic
ones calculated using Eqgs. (15),(16). The sub-
aperture processing is used in measuring the posi-
tion errors. The data is divided into several pat-
ches with or without overlapping. The images are
reconstructed using each patch of data, which re-
fer to as the sub-images. The position errors in
each sub-image are measured and then interpola-
ted to obtain the positioning errors over the aper-

ture.
3.2 Results

Fig. 3 shows the reconstructed image of the
point target with correct trajectory information.
The target is well-focused at [ — 0. 085 m,
—0.085 m], which basically coincides with the

true position of the point [0 m,0 m]. The trails

intersecting at the target position indicate the di-
rections of Zand = , i. e. the projections of the ra-
dar look-direction and transverse look-direction on
the image plane, as indicated by the white arrows

in Fig. 3.
250

200

150

y/(0.06 m/pixel)

100

5050 100 150 200 250

x/(0.06 m/pixel)
Fig. 3 Image of a point target reconstructed using cor-

rect trajectory information

3.2.1

We assumed a constant trajectory error,

Constant trajectory errors

AY, = [2 m,2 m,0 m] in the image formation.
Fig. 4 shows the reconstructed result using the er-
roneous trajectory. The yellow circle denotes the

true position of the target.
250

200

150

y/(0.06 m/pixel)

100

50
50 100 150 200 250

x/(0.06 m/pixel)

Fig. 4 Reconstructed ISAR image for the case of a con-

stant trajectory error

It can be seen that the target is well recon-
structed, however at an erroneous position of
[—2.01 m, —2.01 m] . The positioning error is
a constant position shift, which is constant with

our analysis in Section 2.
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Fig. 5 presents the analytic and measured ra-
dial and transverse positioning error. It can be
seen that the measured and analytic values match
very well. Note that the discretization of the im-
age and the imaging resolution determined by the
configuration and waveform parameters affect the
accuracy of the measured position errors, which
leads to a discrepancy between the measured and

analytic values.

2.0
1.5¢
g 101 |
2z 05 // —
9]
5 00 — Analytic radial error
@ -5+ 0 T Measured radial error
R -1 — Analytic transverse error
-2 B ----Measured transverse error
2 -15¢
&~ 20f
2.5+
_30 - 1 L L 1 1 I
0 5 10 15 20 25 30 35 40

Slow-time / s
Fig. 5 The analytic and measured radial and transverse
positioning errors in the case of a constant trajec-

tory error

By comparing the radial and transverse com-
ponents of the positioning errors, we can see that
Az' is smaller than Az". This is also indicated in
the image shown in Figure 4, in which the posi-
tion shift in the radial direction is dominant. The
curves in Fig. 5 show that Az" is nearly constant
during the integration time, while Az' undergoes a
larger change with the slow time than Az". This
may be due to the larger change of angles@and ¢ ,
as shown by the term in the second row and the
third column. However, since Az' varies in a
small range, there is no visible smearing in the
reconstructed image, as shown in Fig. 4.

3.2.2 Liner trajectory error

We considered a linear trajectory error,
AY(s) =v.s, wherev.=[0.001 m/s,0.001 m/s,0
m/s] in the image formation. Fig. 6 shows the
reconstructed image under the assumption of line-
ar trajectory error, It can be seen that the target
is reconstructed at a position shifting mainly in
the transverse look-direction as compared to the

target true position. This is consistent with our

250

200

150

/(0.06 m/pixel)

100

5050 100 150 200 250

x/(0.06 m/pixel)

Fig.6 The reconstructed ISAR image in the case of a
linear trajectory error v.=[0. 001 m/s,0. 001 m/s,

0 m/s]

analysis in Section 2. The radial component of the
velocity error induces a much larger transverse
positioning error than the radial positioning er-
ror.

Fig. 7 shows the analytic and measured radial
and transverse positioning error. It can be seen
that the measured values match with the analytic
ones well. Both the radial and transverse error
change linearly with time. Az'is larger than Az" ,
as indicated by the red and black lines in Fig. 7.
This is consistent with the image shown in Fig. 6

and the theoretical result in Section 2.

2.0
15 — Analytic radial error
----- Measured radial error
E 1.0 — Analytic transverse error
2 05 ----Measured transverse error
o
5 00 e
el _0"5,«__-—-——«——’_*’_"__’“*
8§ -10
g -15
20
2.5
-3.0 . s ; ' . v .
0 5 10 15 20 25 30 35 40

Slow-time / s
Fig. 7 The analytic and measured radial and transverse

positioning errors in the case of a linear trajectory

error, v.=1[0.001 m/s,0.001 m/s,0 m/s]

3.2.3 Quadratic trajectory errors

We assume AY(s) :%acs2 where a. =[0. 000

2 m/s*,0.000 2 m/s*,0 m/s*]. Fig.8 shows the

reconstructed image. Note that in this case the
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600

500

400

300

/(0.06 m/pixel)

200

100

100 200 300 400 500 600
x/(0.06 m/pixel)

Fig. 8 The reconstructed image in the case of a quadratic
trajectory error, a.=1[0.000 2 m/s*,0.000 2 m/

s?,0 m/s” ]

size of the scene is increased to be 40 m” X 40 m’
to show the complete signature of the target in
the reconstructed image.

It is seen that the target is defocused with a
streaking artifact. As compared to the correct re-
construction in Fig. 3, the smearing occurs main-
ly in the transverse look-direction.

Fig. 9 presents the analytic and measured ra-
dial and transverse positioning errors in the case
of a quadratic trajectory error. The measured po-
sitioning errors indicated by the dashed lines
match with the analytic ones indicated by the sol-
id lines. The radial positioning error approaches
zero, while the transverse positioning error is
much larger than the radial component and under-

goes a large change during the integration time.

2.0
15k — Analytic radial error
I R Measured radial error
g€ 1.0r — Analytic transverse error
2 05 ----‘Measured transverse error
z .
5 00p
& 057 —
& -lot T
.§ “1s5l T
20t
-2.5¢
-3.0 L

0 5 10 15 20 25 30 35 40

Slow-time / s
Fig. 9 The analytic and measured radial and transverse
positioning errors in the case of a quadratic traj-
ectory error, a.=[0.000 2 m/s*,0.000 2 m/s”,
0 m/s?]

This in fact leads to the smeared target signature,
as shown in Fig. 8. It can be also seen from Fig.
8 that the transverse positioning error changes
quadratically with the time. This is consistent
with our theoretical analysis in Section 2.

3.2.4 Sinusoidal trajectory errors

We assume a sinusoidal error, Ay(s) =
[0.01sin(mws/16) m,0.0lcos(ns/16) m,0 m] in
the trajectory of the target. Fig. 10 shows the re-
constructed image under the assumption of this
sinusoidal trajectory error.

From Fig. 10, it is seen that the target is not
focused at its true position. The target energy
spreads severely in the transverse look-direction.
Comparing the target signature with that of in
Fig. 8, i. e. the image reconstructed in the case of
a quadratic trajectory error, we see the smearing
occurs mainly in the transverse look-direction
similarly, but in the case of a sinusoidal trajectory
error, the smearing is centered around the true
position of the target rather than the one-side
smearing in Fig. 8 in the case of a quadratic traj-

ectory error.

250

200
o}
B
2
g
E 150
<
=2
N
100
50
50 100 150 200 250
x/(0.06 m/pixel)
Fig. 10  The reconstructed image in the case of a sinu-

soidal trajectory error Ay (s) =[0.01sin(ns/16
m, 0.0lcos(xs/16) m,0 m]

Fig. 11 shows the analytic and measured ra-
dial and transverse components of the positioning
error. The consistency of the measured and ana-
lytic values verifies the correctness of our formu-
las of the positioning errors.

It can be seen from Fig. 11 that the radial
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2.0
1.5
g 1.0}
g 0.5+
E [(X0] = S— =3
%D -0.5¢
& -10}
Z -15| S
£ — Analytic radial error
=2.0}---- Measured radial error
-2.5| — Analytic transverse error RRd
I Measured transverse error
) 5 10 15 20 25 30 35 40

Slow-time / s
Fig. 11 The analytic and measured radial and transverse
positioning errors in the case of a sinusoidal traj-
ectory error, AY(s) = [0.01lsin(xs/16) m,
0.01cos(ws/16) m,0 m]

positioning error is much close to zero, but the
transverse positioning error is large and varies in
a sinusoidal law. This explains the smeared target
signature in Fig. 10, which is due to the oscilla-
tion of the transverse positioning error around

Z€ero.
3.3 Remarks

From the demonstration above, we see that
our analysis provides a qualitative relationship be-
tween the smeared target signatures in the recon-
structed images and the trajectory errors. The de-
terministic trajectory errors in the demonstration
including constant, linear, quadratic and sinu-
soidal errors are mainly considered. The random
trajectory errors are wideband noise-like errors.
Given a specified data set, the realization of a ran-
dom trajectory error can be regarded as a combi-
nation of a number of sinusoidal signals, which
leads to a superposition of the defocusing effects
as shown in Fig. 10.

Our results given by Egs. (15),(16) indicate
that a straightforward inversion from 2D positio-
ning errors (a common 2D imaging is assumed. )
to six independent unknowns (three components
of the transmitter trajectory errors and three for
the receiver) is not solvable. However, under
certain scenarios, the relationship between the
positioning errors and the trajectory errors may
be simplified, e. g. , in the monostatic configura-

tion. In the monostatic case, the trajectory error

can be expressed in terms of a radial component
and a transverse component. Thus, the inversion
may be solvable. Since the true position of the
target is not known a prior, the position errors
cannot be determined with only the measurements
of the erroneous positions. We may divide the da-
ta into several sub-apertures and measure the
change of the erroneous positions through the
sub-apertures. The differential position errors in
horizontal and vertical directions are then used to
retrieve the radial and transverse trajectory er-
rors. We are developing autofocusing methods on

this track.

4 Conclusions

We presented an approach to analyze the re-
construction errors in ISAR imaging of space tar-
gets due to errors in the trajectory information.
We derived the explicit formulas of the positio-
ning errors in the radar look-direction and trans-
verse look-direction using microlocal analysis and
obtained a quantitative relationship between the
trajectory errors of the space targets and positio-
ning errors in the reconstructed images. The con-
stant trajectory error leads to constant position
shifts in the reconstructed images for a relatively
short imaging time. The linear trajectory error
leads to a much large position shift in the trans-
verse look-direction for a relatively short imaging
time. For wide-aperture imaging or long imaging
time, the dependency of the positioning errors on
slow time cannot be ignored and may lead to defo-
cusing of the target rather than only a constant
position shift. The quadratic trajectory error
leads to obvious smearing in radar traverse look-
direction and small radial positioning error. The
sinusoidal trajectory error leads to smearing of
the target in radar transverse look-direction cen-
tered at the target true position. Numerical simu-
lation results demonstrated our theoretical analy-
sis. The autofocusing research may benefit from
our results. To develop the autofocusing method
exploiting the obtained quantitative relationship
between the trajectory error and reconstructed

position error is one of our undergoing works.
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