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Abstract: A synchronization method is developed for the fluid-thermal study of hypersonic flow. Different from
conventional loosely/tightly coupled methods which separately deal with the flow field and the structure tempera-
ture field, the presented method expresses the governing equations in a unified framework so that the two fields can
be calculated simultaneously. For efficiently solving the unified equations, the finite volume method together with
the dual-time stepping approach is employed. Like in the flow field. the local time step is also used in the tempera-
ture field, which is determined from thermal conductivity spectral radii. In order to treat the fluid-structure inter-
face more conveniently, an expanded virtual boundary is introduced. For validation, several fluid-thermal hyper-
sonic flow problems are simulated. The computed results are compared with those obtained from the coupled
methods and the experiment. In the continuous heating problems, the stagnation temperatures predicted by both
the coupled and synchronization methods are in good agreements with the experimental data. In the unsteady flow-
thermal hypersonic flows, the stagnation heat fluxes predicted by the presented method and tightly coupled method
are basically the same, which agree better with the experimental data than those predicted by the loosely coupled
method. In terms of prediction of the stagnation temperature, the synchronization method shows better accuracy
than the tightly coupled method.
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Nomenclature n Coefficient of viscosity
P Prandtl number

o) Variables at cell center C, Constant-pressure specific heat
q/ (kW + m %) Rate of heating in fluid part
k/(W s (m+K)™') Thermal conductivity o CFL number
T/K Temperature h Enthalpy
p/Pa Pressure 00 Density at sea level, set as
n Unit normal vector 1. 225 kg/m®
oCkgem *) Density Ry/m Stagnation radius
C/(J+ (kg+K) ') Specific heat V. Set as 7 900 m/s
t/s Time oo x Enthalpy at 300 K
E Total energy Subscripts
wsvsw/(mes ) Flow velocity components s Solid part
y 1. 4, ratio of specific heat of [ Fluid part

ideal gas L Laminar flow
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T Turbulent flow

v Viscous flux

c Convective flux

w Interface between solid and fluid parts
0 Free-stream parameters

st Stagnation behind the normal shock

wst  Stagnation point at wall

0 Introduction

In the research and development of hyperson-
ic vehicles, aerodynamic heating is a major diffi-
culty that needs to be overcome. The transient
structural temperature field of a hypersonic vehi-
cle requires accurate computation. In recent
years, some coupled methods have been devel-
oped to simulate these structure-aerodynamic
heating (i. e., flow-thermal) problems. These
methods can be classified into two types, namely
tightly coupled methods and loosely coupled
methods. If a single interface iteration (coupling
iteration) is performed at each time step (or stage
of an implicit Runge-Kutta scheme), the algo-
rithm is referred to as a loosely coupled method,
and otherwise it is referred to as a tightly coupled

method™.

follows. Loosely coupled methods presume that

Another way to distinguish them is as

the time taken for the flow field to reach equilibri-
um can be neglected when comparing characteris-
tic time step for heat conduction in the structure;
tightly coupled methods presume that the flow
field and the heat conduction in the structure
should be uniformly solved by a smaller charac-
teristic time step determined by the flow field™.
Regardless of how these methods are distinguish-
ed, most researchers used the exchanging flow
field and the structural temperature field bounda-
ry conditions to solve the coupling problem when

simulating the structural temperature field and

[3-9] 1 [10]

the flow field separately Geng et a pro-
posed an integrated numerical method without it-
erative coupling of these two fields, which was
similar to loosely coupled methods. The flow and
heat conduction were described in unified equa-
tions. To eliminate huge differences in character-

istic time steps between fluid and solid, the flow

field was kept “frozen” until the structural sur-
face temperature changed by a certain magnitude.

Most studies on the use of both loosely and
tightly coupled methods showed that the former
remedies the low computational efficiency of the
latter, premised on ensuring the accuracy of the

2797 By using these methods, the

computation
information of the two fields needs to be ex-
changed at the interface, and when one field is be-
ing computed, the other is usually kept “frozen”.
However, this situation is non-physical because
both the flow field and the structural temperature
field are changing simultaneously, and thus the
solution accuracy may be reduced. In addition,
the determination of the coupling time step is
critical. A very small time step may increase the
computational efforts while a very large value
may lead to numerical errors. Duchaine et al. "'V
proposed a direct coupling method of the fluid/
solid domains in a large system of simultaneous
equations that is handled by a “monolithic” sol-
ver, called parallel coupling strategy (PCS), and
has been tested to deal with a fully non-stationary
coupled problem with synchronization in physical
time. There are still existing exchanges between
fluid solver and solid solver.

To overcome these drawbacks and to satisfy
engineering requirements in precision as well, a
synchronization method to simulate both flow
field and structural temperature field for hyper-
sonic vehicles is developed. An expanded virtual
boundary is applied at the interface between fluid
and solid components. The local time step re-
quired for computations involving the solid com-
ponent is determined from thermal conductivity
spectral radii, which is similar to the viscous
spectral radii of the fluid. The whole field then
remains synchronized in the time domain. The
numerical results of the developed synchroniza-
tion method are compared with those of both
loosely and tightly coupled methods and from ex-
periment.

In what follows, we first describe the gover-
ning equations for the loosely/tightly coupled sys-

tems, and the numerical method in the gas do-
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main, the solid domain and at the interface (Sec-
tion2). In Section3, we present the synchroniza-
tion method based on expanded virtual boundary
and the thermal conductivity spectral radii. In the
final part of the paper (Section4), the numerical
results of the synchronization method are com-
pared with those obtained from the loosely/tight-

ly coupled methods, and experiment data.

1 Loosely/Tightly Coupled Methods

Traditional coupled methods include both
tightly and loosely coupled methods, both of
which contain a flow field solver and a thermal
conduction solver that work independently but
exchange information at the boundary. Since re-
sponse of flow field is much faster than that of
heat conduction, the steady-flow Navier-Stokes
(NS) equations are used in loosely coupled meth-
ods and the time step is determined from the
characteristics of the heat conduction, which dif-

fers from that for tightly coupled methods.
1.1 Flow field solver

Consider the three-dimensional NS equation
described in the Cartesian coordinate system

(@ O (e C (7 (7 (7
Wi (R

at ' ax 'y Jx | dy | Iz

where W represents the conservative variable, f,
g, q represent the convective flux vectors, and R,
S, T the viscous flux vectors.

In the computation of hypersonic flows, the
“advection upstream splitting method” (AUSM
+) format has many clear and well-known advan-
tages, such as positive pressure retention, good
stability, and high resolution. Viscous fluxes are
discretized by the cell central scheme. To im-
prove the accuracy of the calculation, the third-

3

order “monotonic upstream-centered scheme for
conservation laws” (MUSCL) interpolation meth-
od is applied. As the flow field contains strong
gradients, the limiter is required to suppress any
numerical oscillation. The MUSCL interpolation

method involves

Bt pe)A o (1 pe)d @],
@R (2)

i+

=0, —
Fl 10 +pa)d o4 (1—pa)A. @],
By setting @=1/3 in Eq. (2), the third-order up-
wind-biased scheme is obtained. A, and A_ re-
present the forward and the backward differ-
ences, respectively. The van Albada limiter p is
given by

AL A fe
PoAT A+«

where ¢ is set to 10°°,

(3

For loosely coupled methods, the steady-
flow NS equation is implemented in the flow field
solver, and the implicit lower-upper symmetric
Gauss-Seidel (LU-SGS) scheme is applied to tem-
poral discretization; For tightly coupled methods.,
the unsteady-flow NS equation is applied to the
flow field solver, and the dual time stepping
method is applied to temporal discretization. The
far field has non-reflecting boundary conditions
imposed, and no-slip wall conditions are imposed
at the interface between the solid and viscous
flow. The conditions imposed for the heat flux at
the isothermal boundary and the pressure gradient

at the solid surface are

T
g=k- 3 4)
Ip _

1.2 Thermal conduction solver

Assuming no heat sources, the heat equation

is given by

pC

3 T | I T | &
T ( T T T) 6

s at - (')1‘2 + (’)yz + (’)ZZ

The integral form of the thermal conduction con-

trol equation is then

AT
JQ(OSCS dt 2=

" Jd (T Jd (dT d (IdT
Ll (aa) a5+ (52 ) Jam

where 2 represents the volume of the control

cell. By Stokes’ theorem
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iJTd\Q:J ki(aTd +9Td +aT )
dt)a s p,C\dx

€))
where 3 represents the total area of the control
cell.
Assuming that thermal properties of the
solid (k,s C,, p,) are isotropic and homogeneous,
Eq. (8) becomes

J ke (aTd +9Td +254 jf
s p,C\ 9

6

kg
e E (VT * 1S, )f—CZ (Vi) * (nS))
sUs = s =1

9
where n is the unit normal vector on control sur
face i, VT the gradient of the temperature on

each surface and obtained from
-
Qri1/2.0.x PIPTRYENS

1

91121;(,71

VTface = Tcell . ndS -

6

T(.(‘“ . nS,' (10)

with Q;11/,,;.x the volume of the virtual cell.

From Egs. (8)—(10), we obtain

aJ k, j
21 Tdo = Ty = 1nS: | (nS,
dtJa IO\C, IZ; (.QHl /12,7 .K ,Z; ! ( )
an
which subsequently reduces to the form
IT _ 1 k. N\ 1~ j
—1 R Ton » 1S, |« (nS,
T ch(m]Z 1S ) (50
12

The surface heat flux distribution is acquired by
the flow field solver. The additional source term
method is applied to define the heat flux as an e-
quivalent source term for the control cell.

The method of determining the local time
step in the heat conduction computation is the
same as the synchronization method and will be

introduced below.
1.3 Coupling procedure

With reference to the diagram (Fig. 1), the
computation procedure for both loosely and tight-
ly coupled methods is summarized as follows.

(1) The computation is divided into several
periods (coupling time steps). To initialize the
coupled computations, a steady-state fluid com-

putation is performed at ;.

(2) Assuming the flow field is “frozen”, the
structural temperature field steps from ¢, (initial
temperature field) to ¢, with the “frozen” rate of
heating, as well as the interface temperature at ¢,
can be acquired using the thermal conduction sol-
ver.

(3) Assuming the structural temperature
field is then “frozen”, the flow field steps from ¢,
to t, with the “frozen” interface temperature, and
the rate of heating at t; is determined using the
steady flow field solver.

(4) The final temperature field can be ac-
quired through several iterations between the flow
field solver and thermal conduction solver until

reaching the final time point (z,).

t=t, t=t, t=t,
Static flow | Caleulation | geatic flow Static flow
field
Temperature Temperature| _ Temperature
field Calculation field field

Fig. 1 Procedure for traditional coupling methods

2 Synchronization Method

The traditional coupled methods need to ex-
change the information of flow field and structur-
al temperature field at the interface, and when
one field is being computed, the other is usually
kept “frozen”. Moreover, a suitable coupling
time step is required. Thus, a synchronization
method is proposed to overcome these drawbacks

and also to satisfy engineering requirements in

precision.
2.1 Governing equations and discretization

For the fluid component, the discretization
method is the same with the flow field solver in

the traditional coupling method. For an ideal gas

prEr:%+%pf(u2+v2+w2) (13)

For the solid component, u=v=w=0. Hence,
the first three scalar equations in Eq. (1) are nat-
urally satisfied. The fourth equation in Eq. (1)

determines the energy
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osE,=p,C. T, a4
The discretization method for the heat equations
is the same with Egs. (6)—(12). In the following
section, the determination of local time steps and

treatments of the boundary will be presented.
2.2 Determination of the local time steps

Jameson’s dual time stepping method is used
for temporal discretization, and the implicit LU-
SGS scheme is applied to time stepping in the
pseudo-iteration. Local time steps for the fluid
can be determined using
c— = — i = . —

ALFAL Ay 4 (AL AL+ AT,
(15

where A! and A! represent spectral radii of the

At]:

convective flux and the viscous flux in the I-th di-

rection, respectively, defined as

Al = (V' ]4¢)aS! (16)
Al 4y ﬂ,fﬂ)@yf
Al max(g‘of 9[O{j (PL -+ P, 0, a7

where P, and P represent laminar and turbulent
Prandtl numbers, respectively; ¢ represents the

local speed of sound. The fluid heat conductivity

is given by
YR « 1 YR « pr . ML P
ki = =C, » (5 + =
! P .(yr—D Pi(y—1 ! (PL_'—PT)
(18)
or equivalently
puopr ke
P, +PT C, a9

Like the diffuse viscous equation, the thermal
conduction equation is parabolic. Accordingly,
the local time step for this equation resembles
that for the diffuse viscous equation. Since Al is
regarded as O in the solid component, the local
time steps of the thermal conduction is

o QI
4 (AL AL AR,

According to the definition ofthe spectral radii of

Al‘],sz (20)

viscous flux for the fluid, and from Eq. (19), the

spectral radii of thermal conduction is acquired

from
1 2
mdzfgﬂ%l— 21
s s 1

The method of introducing the thermal conduc-

tion spectral radii to determine the local time

steps is equivalent to the definition of “viscous” in
the heat conduction. This ensures that the fluid
thermal conduction is consistent with the solid
thermal conduction during each pseudo-iteration
process. Additionally, there is no need to deter-
mine the coupling time step or to freeze the field

for either flow or structural temperature.
2.3 Initial and boundary conditions

The static initial flow field and temperature
field at t=0 s are required before the synchronous
computation. The boundary in the far field is
treated using the same condition in loosely/tightly
coupled methods. In the following section, the
implementation of the boundary conditions be-
tween fluid and solid will be presented. The ini-
tial coefficient of viscosity of the interface can be
determined by the surface temperature and the
Sutherland formula, and then the thermal con-
ductivity coefficient %, of the initial surface can be
obtained.

Because of differences in physical properties
(such as thermal conductivity and coefficient of
viscosity) between fluid and solid, an expanded
virtual boundary is introduced to compute the vis-
cous flux of the interface. “Expanded” means
that the virtual cells and real cells have same
physical properties. Specifically, as sketched in
Fig. 2, the cell marked K =0 represents the ex-
panded virtual cell, which has the same proper-
ties as the cell K=1. These cells are not real in-
terface cells, but presented for the computation of
the boundary derivatives and called expanded vir-
tual cells. These are used to compute the viscous
flux, viscous coefficient, and thermal conductivi-
ty. Nevertheless, the temperature of interface
should be determined by the real cells of the fluid
and solid. The temperature of the expanded vir-
tual cell for the fluid is obtained by interpolation

Ty,=2XT,—T, 22)
where T, , T, represent the temperature of cells K
=0,1, respectively, and T,, denotes the tempera-
ture of the interface. It can be obtained by pseu-
do-time stepping using the continuity of heat flux

at the interfacet'
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where d; and d, denote the distances between the
center of the first layer and the interface in the
fluid and solid, respectively; Ty and T, the tem-

perature in the first layer of the {luid and solid;

Fluid part Solid part

Interface

i

and %; the heat conductivities of solid and fluid
parts, respectively, determined by the interface
temperature. The pressure gradient normal to the
wall and the velocity at the wall are zero. The in-
terface density can be obtained using the ideal gas

equation,

; L
Interface
y 1

Expanded
virtual cells-
A &

Fig. 2 Expanded virtual boundary

At the interface, the coefficients for heat
conductivity and viscous are considered as func-
tions of temperature. Consequently, the imple-
mentation of the boundary treatments combines
the computation of the flow field and the temper-

ature field more tightly.

3 Applications

Loosely/tightly coupled methods and the
synchronization method are assessed by simula-
ting Mach-6. 47 flow over a two-dimensional cyl-
inder and Mach-9. 86 flow over a three-dimension-
al biconical surface. The resultant flow behaviors
are calibrated using experimental data. All the
computations are performed on multiblock struc-
tured grids. All lengths are in meters unless oth-

erwise stated.

3.1 Mach-6. 47 flow over a two-dimensional cyl-

inder

Similar to Ref. [13], the test model consists
of a 12. 7-mm-thick, 76. 2-mm-diameter, and 321
stainless steel cylinder. Details of the experimen-
tal configurations, the tunnel flow conditions,
and the experimental results were also given in
Ref.[13]. The setting for the thermal properties
of the solid and the aerodynamic parameters ap-

plied in this section are

Ma,=6.47, a=0°, T, =241.5 K, T, =294.4 K
- =1.012 X107 kg/m’, p, =7.018 X 10 Pa
. =9030 kg/m?*, k=16 W/(m « K)

C, =500 J/(kg « k)

The grids representing the flow domain and the
cylinder (Fig. 3) consist of 12 000 cells in the
flow domain and 3 000 cells in the cylinder with
the same discretization along the interface. Fol-
lowing Ref. [14], the smallest cell in the flow do-
main is only 0. 010 16 mm in the direction normal
to the cylinder surface. A detailed study of this
model was presented in Ref. [14], and it has been
used to validate algorithms by many researchers.
In this paper, the numerical results are also com-

pared with those in Ref. [14].

Flow part

/ 12 000 cells

Solid part

Mach 6.47 3000 cells

Temperature 241.5 K

Density 1.012¢-2 kg/m’ S
Pressure 7.018¢2 Pa 38.1 mm
. 25.4 mm ?
=
e
Fig. 3 Fluid-solid finite volume model for flow over a

76. 2-mm-diameter cylinder
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The major difficulty in the fluid analysis is
the prediction of the rates of aerodynamic heat-
ing, because a very accurate resolution of the flow
temperature gradient normal to the cylinder sur-
face is required. Both the synchronization method
and loosely/tightly coupled methods need a static
initial flow field at t=0 s before computations.
The computed flow temperature distribution at
t=0 s (Fig. 4) along the flow symmetry line (y=
0) clearly illustrates the sharp gradients that
must be resolved. The free-stream temperature
increases sharply from 241.5 K to about 2 200 K
across the bow shock. Within a very thin layer at
the flow stagnation point, the temperature drops
sharply from 2 200 K to a surface temperature of
294.4 K. Thus, these computation results are in
good agreement with Ref. [14]. Comparison of
the density contours with those of Ref. [14] (Fig.

5) shows that the shock wave is well captured.

2500

oo T \
2000} X
I
1
I
v 1500 "
= I
I
1000} |
I
I
1
500 .

- "_-T-_-_-I- 1 1 ]
-0.06 -0.05 -0.04 -0.03
X/m
Fig. 4  Comparison of fluid temperature distributions

between the reference and present model taken

along the centerline of the initial flow

And then, we can continue the computation
of coupled methods and synchronization method.
For loosely coupled methods, the flow field and
the structural temperature field are updated every
0. 2 s. Physical time step of tightly coupled meth-
ods should be consistent with the synchronization
method, determined by a trial computation of
stagnation temperature at t=2, 5e—3 s with dif-
ferent physical time steps. The results are ob-
tained by synchronization method with 100 pseu-

do-iterations (Table 1).

0.10

Ref[14] \\\

P/ (kg * m®)

0.05

0.00

Z/m

0.202 375

0.159 625

-0.05

0.052 750
0.031 375

-0.10 0.010 000

Presented numerical
simulation

-0.10 -0.05 0.00 0.05 0.10
X/m

Fig. 5 Comparison of density contours between refer-
ence and present model for Mach-6. 47 flow over

a 3-in-diameter cylinder

Table 1 Stagnation temperature at t=2. 5e—3 s with

different physical time steps

Physical time
2.5e—3 1.25e—3 6.25e—4 3.125e—4
step/s

Stagnation

296.783 297.208 297.466 297.584

temperature/K

Comparisons of the temperature contours at
t=2 s among the reference, the loosely/tightly
coupled methods, and the synchronization meth-
od are shown in Fig. 6, in which temperature val-
ues are cell centered. Since the dimension of tem-
perature in Ref. [14] is given using the Rankine
scale, the temperature has been converted to ena-

ble a clear comparison of contours. For the loose-

0.04 -
Ref[14]
0:021" s40r
580R
620R
660R
g 700R
< 0.00
N 695.410R
660R
620R
580R
540R
-0.02 -
Loosely coupled
-0.04 1 1 1 )
-0.04 -0.02 0.00 0.02
X/m

(a) Loosely coupled method
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0.04 -

Ref[14]

0.02

g 0.00
N
-0.02
Tightly coupled
-0.04 1 1 1 J
-0.04 -0.02 0.00 0.02
X/m
(b) Tightly coupled method
0.04 -
Ref.[14]
0.02
E 0.00
N

-0.02

Synchronization

-0.04E

1 1 1 J
-0.04 -0.02 0.00 0.02
X/m
(¢) Synchronization method

Fig. 6 Comparisons of predicted temperature contours
at t = 2 s of the loosely coupled method, the
tightly coupled method and the synchronization
method with the result in Ref. [14 ]

ly coupled method, the stagnation temperature is
386. 339 K (695. 410 R) at =2 s; For the tightly
coupled method, the stagnation temperature is
386. 049 K (694. 888 R) at t=2 s; For the syn-
chronization method, the stagnation temperature
is 386. 043 K (694. 877 R) at t =2 s; In Ref.
[14], the stagnation temperature is 388. 889 K
(about 700 R) at t=2 s. Obviously, the results
of three methods are in good agreement with
those from the experiment.

Comparisons of time histories of the stagna-
tion heat flux between the experiment, the loose-
ly/tightly coupled methods, and the synchroniza-
tion method [Fig. 7(a) ] show that the stagnation

heat flux drops sharply during the early period of
the computation, but the trend gradually slows
down in the time remaining. Due to the influence
of heat flux, the time histories of stagnation tem-
perature of these methods increase in the similar
trend [ Fig. 7(b) .

In this case, the model is continuously heat-
ed by hypersonic flow, the stagnation tempera-
tures with these three methods are all found to be
in good agreement with experiment. The temper-
ature contours, stagnation temperatures and heat
fluxes of the three methods are almost same.
Therefore, it is acceptable to apply the either the
loosely/tightly coupled methods or the synchroni-
zation method to aerothermal analysis of continu-

ously heated problem in engineering.

495¢
»  Loosely coupled
490 posey cotp
—— Tightly coupled
~ 485} - — — Synchronization
g
480
J
> 475}
470 ¢
4650.0 0.5 1.0 1.5 2.0
t/s
(a) Heat-transfer rate
400
380 |
360
N
~ 340}
120 . L.oosely coupled
—— Tightly coupled
300 - — — Synchronization
00 05 1.0 15 2.0

t/s
(b) Temperature

Fig. 7 Comparisons of heat-transfer rates and tempera-
tures at stagnation between loosely coupled
method, tightly coupled method, and synchroni-

zation method

3.2 Mach-9. 86 flow over a three-dimensional bi-

cone

The model (Fig. 8) used in the experiment
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was fabricated from stainless steel except for the
nose tip, which was made from MACOR machin-
able glass-ceramic. For the convenience, the
model presented here is uniquely machined from
the MACOR. In accounting for the variation with
temperature, the thermal properties of MACOR,
taken from Ref.[15], are as follows.
For 300 K<<T<<400 K
k.=1.614 W/m + K
For 295 K<T<{673 K
C,=193.53413.348 13 X T —1.001 61 X 107* X
T? +2.811 25X 107° X T* — 4,248 05 X
1078 X T* 42,334 33 X 10" X T° J/(kg » K)
For 298 KT<{773 K
0. =2543.84—8.0X 10— 2T kg/m’

The grids representing the flow domain and the
bicone (Fig. 9) consist of 1 436 974 cells in the
flow domain and 1 048 174 cells in the bicone with
the same discretization along the interface. The
height of the first layer is determined from the

grid Reynolds number"'"

Re, =022 (24)
Moo

where the feature size n is usually taken as the
normal height of the first layer of mesh near the
wall. In accordance with Ref. [16 ], the smallest
cell in the flow domain is 0. 107 mm in the direc-
tion normal to the surface of stagnation. Details
of the experimental configurations, the tunnel
flow conditions, and the experimental results are
given in Ref. [17]. The aerodynamic parameters
applied in this section are
Ma,=9.86, a=0°, T, =48.88 K, T, =300 K
0o =4.271 X 107° kg/m’, p, =5.992 X 10 Pa

iRF3.835

122.24

Fig. 8 Details of the profile of the model (mm)

Fig. 9 Symmetry plane for flow domain and bicone

As mentioned in Ref. [17], in the experi-
ment,t=0 s is defined as the initiating time when
the surface temperature of the model begins to in-
crease as it is inserted into the flow from a shel-
tered position. According to the time history of
heat flux, the time interval can be divided into
two stages. During the first 0. 35 s, the flow field
is not stable, and the model can be considered as
be accelerating in this sub-interval; the heat flux
reaches a maximum at t=20. 35 s and begins de-
creasing slowly after the peak point. Assuming
that the density and pressure of the free-stream
remain constant, the velocity is considered to in-
crease with time to simulate the accelerating peri-
od. Kang et al. M**1 applied the Kemp-Riddell cor-

rected formula

_ 110 311.7 (&)L (ijg 15( ha — h, j
o /Ry 00 ) 2 V. ' ha — hsook

(25)
From the time history of the heat flux for the ref-

erence, and assuming that the wall temperature is
a constant (300 K) during the accelerating peri-
od, the Mach number during the interval =0 s
to t = 0. 35 s can be obtained from Eq. (25),
which is displayed Table 2.

Table 2 Variation of Mach number from

t=0stot=0.35s

Velocity
q/
t/s of free stream/ Ma
(kW e m™ %)
(mes ")

0 51. 86 0. 37
0.1 10 417.7 2.98
0.2 100 867.5 6.19
0.3 300 1229 8. 77
0. 35 373 1382 9. 86
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For the loosely coupled method, the flow
field and the structural temperature field are up-
dated every 0. 1 s. For both the tightly coupled
method and the synchronization method, the flow
field and the structural temperature field are up-
dated every 0. 001 s with 400 steps pseudo-itera-
tion. Actually, the experimental environment is
more complex than that assumed in the numerical
simulation because keeping the density and pres-
sure of the free-stream constant is difficult. The
difference between the numerical methods and ex-
periment is attributed to free-stream turbulence in
the test stream, which is not taken into account
by the numerical method. Moreover, the whole
computation concludes subsonic flow, transonic
flow, supersonic flow, and hypersonic flow. The
height of the first layer and the far field of the
grid are designed for hypersonic flow, resulting in
computation errors during the subsonic and tran-
sonic periods. Furthermore, differences between
the assumption (a constant wall temperature of
300 K during the accelerating period) and the ex-
periment may influence the evaluation of the
Mach number for the free stream using Eq. (26).
Additionally, apart from the MACOR nose tip,
the model is fabricated from stainless steel. Obvi-
ously, as noted in Ref. [17], the entire model i-
deally should be made of MACOR glass-ceramic,
but for this experiment it is not structurally or e-
conomically feasible.

Comparisons of the longitudinal heat transfer
rate and temperature distribution at t=1.0 s a-
mong the experiment, the loosely/tightly coupled
methods, and the synchronization method (Fig.
10) show that the heat fluxes and temperatures
obtained by all these numerical methods are basi-
cally the same in the non-stagnation region. The
synchronization method performs better than the
other methods in calculation of stagnation heat
flux and temperature.

Comparisons of temperature contours in solid
domain at t=0. 35 s between the loosely coupled
method, the tightly coupled method, and the
synchronization method (Fig. 11) show that the

temperatures obtained by the synchronization

100 . Experiment
Loosely coupled
— — Tightly coupled
- - - - Synchronization
10°f
g
J
= 10

Tetiee
Py gt
10'F A

X/L
(a) Heat transfer rate

600 Experiment
Loosely coupled
550 — — Tightly coupled
- - - Synchronization
500
¥ 450
[N 1
H } 1
400} } i .
i ! |
1
1 1
1
350 | !
X |
| 1
300 L d | Lad s aa"an ) '1—'—1|
1 1 1 11 1 J
0.0 0.2 0.4 0.6 0.8 1.0
X/L
(b) Temperature distribution
Fig. 10  Comparisons of the longitudinal heat transfer

rates and temperature distributions at t=1.0 s
between the experiment, the loosely coupled
method, the tightly coupled method, and the

synchronization method

method and the tightly coupled method, which
are basically the same, are slight higher than
those obtained by the loosely coupled method.
That is why the surface heat fluxes obtained by
the loosely coupled method are slight higher than
those obtained by the other two methods at t=0.
35 s (Fig. 12). Because of the increment of tem-
perature, the surface heat flux at t=1. 5 s reduces
evidently compared with that at + = 0. 35 s as
shown in Fig. 12.

Time-history comparisons of the heat flux at
stagnation among the experiment, the loosely/
tightly coupled methods, and the synchronization
method (Fig. 13 (a)) show that the heat fluxes
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Fig. 11  Comparisons of temperature contours in solid
domain at =0. 35 s and t=1. 5 s between the
loosely coupled method, the tightly coupled
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a/ QW <)
367
349
331
313
295
=035 ¢ 25
250
241
23
205
187
169
151
133
115
97
79
61
43
( 25
2
zZ
Y—JX
Loosely Tightly ~ Synchronization
coupled coupled

Fig. 12 Comparisons of surface heat flux contours at

t=0.35s and 1= 1. 5 s between the loosely
coupled method, the tightly coupled method,

and the synchronization method

obtained by the synchronization method and the
tightly coupled method, which are basically the
same, are closer to the experimental data than
those obtained by the loosely coupled method. As
reported in Ref. [17], the measured results for
the temperature at stagnation are 402. 3 K, 461. 1
K, and 493.8 K at t=0.5 s, t=1.0 s, and t=1.
5 s, respectively. Similar comparisons for the

temperature at stagnation (Fig. 13(b)) show that

the final stagnation temperatures at t = 1.5 s,

computed by the loosely/tightly coupled meth-
ods, and the synchronization method are 482. 08
K, 486. 30 K, and 490. 58 K, respectively. The
stagnation temperature increases sharply from
300 K to about 500 K in 1.5 s. Similarly, the
whole aerodynamic heating is composed of two
stages: (1) The free-stream varies during t=0 s
to t=0. 35 s, and the heat flux grows sharply to a
maximum at = 0. 35 s (unsteady flow); (2)
from t=0.35 s to t=1.5 s, the rate of aerody-
namic heating decreases slowly (continuous heat-
ing flow).

During the first stage, the Mach number in-
creases from 0. 37 to 9. 86, and the stagnation
temperature grows markedly by about 50 K in
0.35 s. Indeed, the stagnation temperature in-
creases slightly during the first 0. 2 s. In other
words, the rise in stagnation temperature mainly
occurs within 0. 15 s (from t=0.2 s to t=0. 35
s). The unsteady flow effect of this period is very
significant. Hence, the differences between the
synchronization method and the loosely coupled
method are mainly manifested during this period.
The results (Fig. 13(a)) during the accelerating
period computed by the tightly coupled method
and the synchronization method agree better than
those by the loosely coupled method and experi-
ment data in terms of accuracy. This is mainly
caused by the unsteady flow field during this time
period.

During the second stage, the model is contin-
uously heated by hypersonic flow, similar to the

At the

beginning of the second stage, there still exists

two dimensional case mentioned above.
unsteady effect in flow field, resulting in the
difference of stagnation temperature between the
tightly coupled method and the synchronization
method. The stagnation temperature of the syn-
chronization method matches the experiment data
better than that of the tightly coupled method
during this period in terms of the accuracy. In the
following computation, the trends of heat flux
and temperature of these three methods are al-

most same.
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Fig. 13 Time history comparisons of heat transfer rates
and temperatures at stagnation between the ex-
periment, the loosely coupled method, the
tightly coupled method, and the synchroniza-

tion method

4 Conclusions

In this paper, an accurate and efficient syn-
chronization method is developed for fluid-ther-
mal study of hypersonic flows, through which
three major conclusions are drawn as follows.

(1) In the developed method, the flow field
and the structure temperature field are calculated
simultaneously by solving the unified governing
equations. As compared with conventional cou-
pled methods, the synchronization method is
physically more reasonable since fewer approxi-
mations are made. Numerically, without the need
to combine different methods for solving the flow
field and the structure temperature field, it is eas-
ier to be implemented.

(2) In the continuous heating problems, the

stagnation temperatures and heat fluxes predicted
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