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Abstract: With the great development of unmanned aircraft system (UAS) over the last decade, sense and avoid
(SAA) system has been a crucial technology for integrating unmanned aircraft vehicle (UAV) into national airspace
with reliable and safe operations. This paper mainly focuses on intruder detection for SAA system. A robust algorithm
based on the combination of edge-boxes and spatial pyramid matching using sparse coding (sc-SPM) is presented.
The algorithm is composed of three stages. First, edge-boxes method is adopted to obtain a large number of
proposals; Second, the optimization program is presented to obtain intruder area-of-interest (ROI) regions; Third,
sc~SPM is employed for feature representation of ROT regions and support vector machines (SVM) is adopted to
detect the intruder. The algorithm is evaluated under different weather conditions. The recall reaches to 0.95 in dawn

and sunny weather and 0.9 in cloudy weather. The experimental results indicate that the intruder detection algorithm is
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effective and robust with various weather under complex background.
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0 Introduction

Unmanned aerial vehicle (UAV) has shown
great capacity in both military and civil aspects, so
various UAVs are researched and manufactured by
different countries. There is potential safety hazard
for national airspace with the increasing number of
UAVs'Y. With the widespread use of UAVs, how
to integrate UA Vs safely into national airspace has
become an urgent problem. The sense and avoid
technologies of UAVs are the most challenging and
critical technique to solve this problem. SAA sys-
tem has been identified as one of crucial technolo-
gies that UV As can integrate into national airspace,
and vision-based SAA system is regarded as a po-
tential solution for maintaining the safety of national
airspace'”’.

The vision-based sense and avoid system in-
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cludes two parts. Part 1 is sensing: Detecting and
tracking potential collision aircrafts; Part 2 is avoid-
ing: Avoiding maneuver to resolve the collision. The
most important part of detection is analyzing the im-
age information from visual sensors to locate the in-
truder. There is no doubt that detection is very impor-
tant as the first stage of SAA system, because the re-
sult of detection decides directly whether the follow
works can continue or not. So the stage of detection

plays a quite important role in SAA system”*.

1 Related Works

In this paper, the images of visual sensor are
used to study the problem of intruder detection. Dif-
ficulties and challenges of intruder detection are as
follows: (1) Intruder detection with the complex

background; (2) intruder detection with different
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lighting conditions. An edge ~boxes ~based intruder
detection algorithm is proposed for UAV SAA sys-
tem, which is illustrated in Fig. 1 below. At the
first, we utilize edge map to get massive proposals
from original images, and obtain the appropriate re-
gions-of-interest (ROIs) by optimizing proposals.
Next, we extract feature from the ROI areas based
on linear spatial pyramid matching by using sparse

coding with the over-complete dictionary. At last,

Input picture Proposals

Edge-boxes

- - s‘;;f*"‘ -

support vector machine (SVM) is trained based on
sparse coding, and then used to identify the intruder
from ROIs.

Fig.1 demonstrates that ROIs is the key part of
the proposed algorithm. There is a traditional detec-
tion method that is based on sliding window'”".
However, sliding window method has a very poor
real -time performance. Therefore, the concept of

ROI has been proposed®*’.

ROIs Detection results
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Fig.1 Block schema of the proposed algorithm

There are many ROI methods based on signifi-
cance analysis, and the most typical methods in-
clude IT'", Mz, LC™, GB™, SR, AC™,
FT', CA™M, HC"™ and RC". The principle of
IT and GB are based on biological structure, lead-
ing to a complex and time-consuming calculation.
The principle of other methods are based on calcu-
lating contract of color, texture, light and so on.

19280 s decided on differenc-

Significant performance
es in contrast characteristics, in other words, the
smaller contract between the detection target and
the background, the worse performance of those
methods. In this paper, the images of potential in-
truder obtained by visual sensors often have low sig-
nificance and obscured challenges because of com-
plex backgrounds, bad weathers. Significant detec-
tion method cannot extract good ROIs, because the
contrast between the target and background is too
low. In order to solve this problem, edge-boxes has
been proposed by Piotr et al, using edge informa-

tion to locate object proposals'**”

. This algorithm
can quickly and accurately locate the object propos-
als without learning, and is not affected by the size
of the image, the complexity of the background.
After ROIs are obtained, the next work is to
identify which ROI contains the detection target.
The classical recognition algorithm consists of two
parts: Feature extraction and classifier design. In

terms of feature learning, human visual perception

system is worth learning. In order to simulate the vi-
sual perception mechanism of human brains, Hinton
et al. proposed the concept of unsupervised feature
learning in 2006*°**. Different from traditional shal-
low learning, unsupervised feature learning empha-
sizes the depth of the model structure and trans-
forms the feature representation of original space in-
to a new feature space by layer-by -layer feature
transformation, making classification or prediction
easier. This paper intends to use the unsupervised
feature learning model based on sparse coding theo-
ry to deal with the complex background of intruder
detection. The sparse coding method™” has
achieved success in many fields, like blind source
signal separation, speech signal processing, natural
image feature extraction, and pattern recognition. It

is promising in our study.

2 Detailed Description of the Pro-
posed Algorithm

Edge-Boxes is an effective approach for increas-
ing the computational efficiency of intruder detec-
tion. However, the number of bounding boxes will
significantly increase when enough objects exist
with complete profiles inside the image. For test im-
ages, there are a number of objects with full profile,
so that the number of proposals is very huge, usual-
ly about 10 000. The proposed intruder detection al-
gorithm 1s based on sc-SPM which has good robust-
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ness and accuracy but time-consuming. In order to
improve the poor real-time performance of the slide
window method, we need to dealing with massive
proposals to select a small number of ROIs with ap-

propriate size and small amount.
2.1 Obtaining proposals based on edge-boxes

In this section, there are two stages to obtain
ROT areas based on edge-boxes. The first stage is to
generate object bounding box proposals using edge
information. The second stage is to deal with the
massive proposals to get appropriate ROIs.

First, edge image is obtained based on struc-
tured edge detection theory which effectively can
predict object boundaries. The edge image has very
good performance in edge presentation, but the
edge is very dense. In order to get sparse edge im-
age, we need to use non-maximal suppression
(NMS) orthogonal to reduce the density of edge im-
age.

Second, the edge points of a near straight line
are concentrated in an edge group based on a greedy
approach. Thus, we will have more than N edge
groups. And then we need to compute the affinity

between each pair of neighboring groups

al s,s;,)= ’COS(@Z — 0;)cos (0, — 0;)

[
where 0, 1s the angle between a pair of groups. If the
pair of edge groups in a straight line, the similarity
of the above formula is higher.

Third, we need to compute the value of every
edge group
[T]—1
w,(s)=1— max; [] a(t.4.) (2)
j
where T is an order path of edge groups that begins
with some 7, € S, and end with £, =s,.

The edge group with the value of 1 is classified
as part of the contour on the box, and the edge
group with the value of 0 is classified as part of out-
side the box or the border overlap contour.

Forth, using the value of w, to define score

. >3 @i (s)m
"o2(by by
where 6, and 4, are the width and height of the box.

(3)

If the score is high, the whole object contour is like-

ly to be included in the box.
2.2 Optimizing proposals to obtain ROIs

We can attain tens of thousands of proposals
by using edge-boxes method, which almost cover
the whole picture densely, such as Fig.2(a). How-
ever, how to find the effective boxes among them is
a crucial problem. Since the size of these massive
proposals is not the same, there are some boxes
that are big enough to cover almost the entire pic-
ture, and some boxes that are small enough to cov-
er only a few pixels. These boxes are disadvanta-
geous to detect the intruder, so we should build a
set of optimization programs to remove ineffective
proposals.

First, the score of each proposal can be ob-
tained according to Eq.(3). Thus, the first step of
optimization programs is to remove proposals with
low scores. Different pictures have different distribu-
tions of scores, while share a similar small propor-
tion of high scores. So an appropriate proportional
threshold will work and reduce runtime. We boldly
speculate that the appropriate threshold (called S) is
between 0.01 and 0.1 based on experimental experi-
ences. As a result, the performance of our algorithm
with the threshold S=0.03 is ideal. An example is il-
lustrated in Fig.2(b).

Second, an appropriate threshold should be set
for retaining the appropriate size proposals. Too
large ROIs would make the location accuracy of de-
tection results low, so too big proposals should be
eliminated. We boldly speculate that the appropriate
threshold (called Z) is between 0.2 and 0.6 based
on experimental experience. As a result, the perfor-
mance of our algorithm with the threshold Z=0.35
is ideal. An example is illustrated in Fig.2(c).

Finally, there are appropriate proposals and
too small proposals with high scores after the above
two steps. These proposals are characterized by
small border areas, but more intense in the com-
plete profile. We perform non-maximal suppression
(NMS) orthogonal to solve this problem. This pro-
cess is to find the optimal proposals by merging the
overlapping proposals and removing the bad propos-

als. Thus we can get the sparse boxes including the
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complete contour of object. These optimal propos-

als are the ROI areas, as depicted in Fig.2(d).

(a) Proposals obtained (b) Proposals obtained
by edge-boxes by threshold S

The whole optimization process is illustrated in
Fig.2.

(c) Proposals obtained (d) Final ROIs obtained
by threshold Z by NMS

Fig.2 Optimization process

2.3 Extracting features and design classifica-
tion

The feature extraction method based on linear
spatial pyramid matching using sparse coding (sc -
SPM) is composed of three stages.

(1) Extracting low-level features of ROI areas
using SIFT.

(2) Sparse coding of low -level features based
on the over - complete dictionary. For each image
represented as a descriptor set Y, the SC codes are
obtained by optimizing Eq. (4)

min [|Y —DX| st Vi)

| <7, &)
0

where D is the over-complete dictionary trained by
K-SVD; T, the maximum value of non-zero entries
of the coefficient vector. The optimization problem
is convex in X (with D fixed). Coefficients (z) is
computed with L1 norm regularization to be sparse,
well known as Lasso in the Statistical literature.

(3) Max-pooling sparse vectors based on linear
SPM. The sparse codes of the above process is rep-
resented as a matrix rather than vector, which can-
not be adopted directly of the linear SVM classifier.

And then if the sparse codes are too large, the
calculation will be more difficult and there will be an
over-fitting problem. Therefore we need a pre-cho-
sen pooling function to solve these problems. The
max - pooling function is more robust than average
pooling function for local spatial variations, so we
defined the pooling function as a max pooling func-

tion

Zj:max{‘xlj Ty xMj‘} j=1,2,---,N(5)

) s

where x; is the element of the matrix X € R" ", M
is the number of N dimensional sparse vectors.

Since the features obtained by sc-SPM is non-

linear, we can get a good performance using linear
SVM classifier for identifying the intruder. For lin-
early separable data, discriminant function is set as
vilwz,+b)—1=0 i=1,2,---,N (6)
where z; i1s an input linear sample, y, € {1, —1}1s

the class label of x;.
3 Experiments and Results

3.1 Expermental setup

In the experiments, the test images are ob-
tained by the simulative flight software Flight-Gear
V3.4. For the diversity of the samples, we select
massive images of F35 under three kinds of weather
conditions with complex background.

The process of training linear SVM classifier
include two steps.

Step 1 Extracting positive features of 400 im-
ages from 500 positive images and negative features
of 600 images from 700 negative images. The rest
images are test images.

Step 2 Obtaining classifier parameters by tra-
ining the positive and the negative features using

classifier function.
3.2 Results and analyses

In the experiment, there are two problem that
we need to solve: How to judge the performance of
the experimental results, and how to achieve opti-
mal performance. For judging the experimental re-
sults, we need to introduce some indicators. For
achieving optimal performance, we need to discuss
some parameters to find the optimal results.

3.2.1 Performance indicators
We adopt recall as the performance indicators

to evaluate the quality of the results. Recall rate is
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the ratio of the number of detected targets and the
number of the targets in the test library. Before we
calculate the recall rate of detection results, we
need to determine the value of an essential parame-
ter: Intersection over union (IoU) which decides
whether the detection results are correct or not. In
the evaluation system of target detection, IoU is a
crucial parameter that, in a simple term, is the over-
lap of the target window and the original mark win-
dow. The accuracy of a bounding box is typically
measured using loU metric. loU computes the inter-
section of a detection box and the ground truth box

divided by the area of their union.

3.2.2 Comparative experiments

The experimental results of optimized edge -
boxes method have been compared with spectral re-
sidual (SR) method. SR method is the earliest and
the most classic significance analysis method. Many
significance analysis methods were proposed based
on this method. Our method has compared with SR
method from two ways. First, we compare the num-
ber of ROIs obtained by our method and SR method
from the same image; Second, we compare the val-
ue of IoU from the ROIs of above methods. We ran-
domly selected 100 pictures in every weather image
library as test samples, and the experiments are il-

lustrated in Fig.3.
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Fig.3 Comparative results under four weathers

Experiments show that the number of ROIs ob-
tained by edge-boxes method is less than the one by
SR method under different weathers, and the IoU
of ROIs by edge-boxes method is more than the loU
of ROI by SR method under different weathers. The
experimental performance of edge-boxes method is
better than SR method.

3.2.3 Experimental results

There are four parameters that affect the final
results, a, f, S, Z. a indicates the IoU for neigh-
boring candidate bounding boxes to control the step
size of the sliding window, and /8 controls the NMS
threshold to merge sorted boxes for reducing the

density of proposals. S is the one maintaining the

edge boxes with high scores, and Z can eliminate
too big or too small edge boxes.

In order to reflect the diversity of the subjects,
we choose four typical weathers with complicated
background, including sunny, dawn, cloudy, dusk
weathers. Then we randomly selected 100 pictures
in every weather image library as test samples.

The experiments begin by testing our approach
on various values of the four parameters a =0.65,
S=0.03, z=0.35, B =0.50, 0.55, 0.60, 0.65,
0.70, 0.75, 0.80, 0.85, 0.90, 0.95. The recall
which changes as the § changes can reflect whether
the detected results are good or not. Fig.4 illustrates

the influence of f to the intruder extraction algo-
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rithm. As 8 is increased from 0.5 to 0.95, we can eas-
ily see that the value of recall changes, and reaches
peaks in the process. These peaks indicate the best
performance in different weather. When 8 is 0.75,
the recall of dawn and sunny weathers will achieve
the peak. However, the peak of the recall in the
cloudy weather will be achieved when £ is 0.6,and so
will the peak of the dusk weather when £is 0.7.
According to Fig.4, our second set of experi-
ments tests several variants of the algorithm. In
these experiments, parameters should be set as: =
0.70, S=0.03, Z=0.35, a =0.45, 0.50, 0.55,
0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 in the
dusk weather; §=0.75, S=0.03, Z=0.35, a=
0.45, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80,
0.85, 0.90 in the dawn and sunny weathers, and =
0.60, S=0.03, Z=0.35, a =0.45, 0.50, 0.55,
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03 = 08
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(a) Results of recall with the (b) Results of recall with the

varying of f when IoU=0.5 varying of § when IoU=0.6

0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90 in the
cloudy weather. Fig.5 shows the recall varying with
a from 0.45 to 0.90. As a is increased from 0.45 to
0.90, we can easily see that the value of recall
changes and reaches peaks in the process. These
peaks indicate the best performance in different
weathers. When «a 1s 0.65, the recall of dusk, dawn
and sunny weathers will achieve peaks. However,
the peak of the recall in the cloudy weather will be
achieved when a 15 0.7.

In Figs.4, 5, when a=0.65, §=0.75, the re-
call rate is the highest in the dawn and sunny weath-
ers, but the recall rate is the highest when «=0.70,
B=0.60 in the cloudy weather, and a=0.65, 8=
0.70 in the dusk weather. Based on these data, we
begin test our approach on the various values of the

parameter S and Z.

1.0 1.0
0.9 0.9
0.8 0.8
_07 _07
i (()).6 G 8.6
O 5 O 5
~ 0.4 ~ 0.4
01 | 01" N
0.0 L L L L 0.0 = 1 T i
0.55 0.65 0.75 0.85 0.95 0.55 0.65 0.75 0.85 0.95
B B
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(d) Results of recall with the
varying of f when IoU=0.8

Fig.4 Comparison of recall changing with § by our algorithm in the four weathers
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Fig.5 Comparison of recall changing with a by our algorithm in the four weathers

In the third experiment, parameters should be
set as §=0.70, «=0.65, Z=0.35, S=0.01, 0.02,
0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, in
the dusk weather; §=0.75, a =0.65, Z=0.35,
S=0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07,
0.08, 0.09, 0.1, in the dawn and sunny weathers;
and §=0.60, «=0.70, Z=0.35, S=0.01, 0.02,
0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, in

the cloudy weather. The experimental results are il-

lustrated in Fig.6. As S is increased from 0.2 to 0.6,
we can easily see that the value of recall changes
and reaches peaks in the process. These peaks indi-
cate the best performance in different weathers.
When S is 0.03, the recall of dawn and sunny
weathers will achieve peaks. However, the peak of
the recall in the cloudy weather will be achieved
when S is 0.04 and the peak of the recall in the dusk

weather will be achieved when S 1s 0.02.
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Fig.6 Comparison of recall changing with S by our algorithm in the four weathers

According to the third experiment, the forth

experimental parameters are set as §=0.70, a =

0.65, S$=0.02, Z=0.20, 0.25, 0.30, 0.35,
0.40, 0.45, 0.50, 0.55, 0.60 in the dusk weath-
ers; B =0.75, a =0.65, S=0.03, Z=0.20,

0.25, 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60
in the dawn and sunny weathers; and §=0.60,
a=0.70, S=0.04, Z=0.20, 0.25, 0.30, 0.35,
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OO0 OO oo
oL RN NXoD

2 03 04 05 06
Z

(b) Results of recall with the

varying of Z when IoU=0.6
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(a) Results of recall with the
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0.40, 0.45, 0.50, 0.55, 0.60 in the cloudy weath-
er. The experimental results are illustrated in
Fig.7. As Z is increased from 0.01 to 0.1, we can
easily see that the recall changes and reaches
peaks in the process. These peaks indicate the best
performance in different weathers. When Z is
0.35, the recall of the four kinds of weathers will

achieve peaks.
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Fig.7 Comparison of recall changing with Z by our algorithm in the four weathers

From the above, when «=0.65, f=0.75, S=
0.03, Z=0.35 in the dawn and sunny weathers, the
recall reaches peaks, which means the detection re-
sults are the best. But when in the cloudy weather,
a=0.70, #=0.60, S=0.04, Z=0.35, the recall
reaches peaks, which means the detection results
are the best; and when in the dusk weather, a=
0.65, =0.70, S=0.02, Z=0.35, the detection re-
sults are the best. Some good results of different
weathers are illustrated in Fig.8, and the bad results
are illustrated in Fig.9.

3.2.4 Analysis on results

By analyzing the Figs.4, 5, the detection re-
sults in the dawn and the sunny weathers are better
than that in the cloudy weather. As the parameters
are the best, the recall of the dawn and the sunny
weathers 1s even as high as 0.95, but that of the
cloudy weather is only 0.82. In fact, when « and 3

are increased, the proposals obtained by edge-boxes
are also increased until the amount of proposals is
10 000. The parameters are too small to get enough
proposals, so the number of ROI boxes is small in
the first part of the experiment. The backgrounds of
the cloudy weather is more complicated than the oth-
ers, the light of dusk is less than others, and the col-
or of intruder is similar to the background. These
factors would affect the amount of proposals. So the
ROI boxes of the cloudy and dusk weathers are usu-
ally more. However, this does not mean that more
ROI boxes can make the recall higher, instead, the
recall may be lower because the detection boxes will
be too big to increase the value of loU after merging
the more ROI boxes by NMS method. This can ex-
plain why the higher § and a are, the lower the re-
call 1s, and can explain why the recalls of cloudy

and dusk weathers are lower than the other two.
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(c) Good results of cloudy weather

(d) Good results of dusk weather
* The blue bounding box is the ground truth, and the green bounding box is the detection result.

Fig.8 Good experimental results of different weathers

(c) Bad results of cloudy weather

(d) Bad results of dusk weather

* The blue bounding box is the ground truth, and the green bounding box is the detection result.

Fig.9 Bad experimental results of different weathers

By analyzing Figs.6, 7, S and Z can affect the
experiments enormously. In the parameter S range
of 0.02 to 0.04 and in the parameter Z range of 0.30
to 0.40, the recall is relatively high and the change
is gentle. In other words, in the above range, the

experimental results are quite good with the average

recall more than 0.8. In Fig.5(a) , the best recall of
cloudy weather only reaches 0.82 with S=0.03 and
Z=0.35. However, in Fig.6(b) , the best recall of
cloudy weather even reaches 0.9 when S is 0.04.
This fact illustrates S is crucial and sensitive in the

experiment. In general, we can get a good experi-
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ment results by setting S=0.03, Z=0.35. The two
parameters are also changed with a slight step to
achieve a better result in the above mentioned range.

In Figs.4—7, it is obvious that the recall rate
decreases as the value of IoU increases. When the
value of IoU is more than 0.8, the recall rate be-
comes very small. And when IoU=0.5 or loU=
0.6, the recall rate is quite high. In other words,
IoUs of most detection results is between 0.5 and
0.7, and the detection results are relatively few
which have very strict overlap values such as loU=
0.8 and IoU= 0.9.

According to Figs.8, 9, it is visually seen how
the ROI boxes affect the final detection results. For
those bad results, the main problem is that the de-
tection box is too large or too small to obtain good
IoU. In other words, the detection results with low
ToU (IoU=0.3) have low location accuracy, and
we can regard those detection results as wrong re-

sults.
4 Conclusions

A new algorithm is proposed for intruder detec-
tion to assist vision-based SAA system. First, this
algorithm adopts an optimized edge -boxes method
instead of traditional methods to extract the ROIs.
Second, sc-SPM is adopted to extract features of
test pictures and train the classifier. Finally, a linear
SVM classifier is adopted to identify the intruder.
Through the optimized edge-boxes method, we can
easily obtain a small number of ROIs with good per-
formance. And then the sc-SPM has a very good
performance in feature extraction, which can im-
prove the accuracy of the linear SVM classifier. In
this paper, a series of experiments have been carried
out with different weathers under complex back-
ground to discuss the effect of varying parameters
on the results and test the effectiveness of the algo-
rithm. The results show that changes in the parame-
ters can greatly affect the experimental results. The
results demonstrate our algorithm 1s effective for in-
truder detection with different weathers under com-
plex backgrounds, and its performance is more sig-

nificant in dawn and sunny weathers.
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