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Multi‑sensors Image Fusion via NSCT and GoogLeNet
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Abstract: In order to improve the detail preservation and target information integrity of different sensor fusion images，
an image fusion method of different sensors based on non-subsampling contourlet transform（NSCT）and GoogLeNet
neural network model is proposed. First， the different sensors images， i. e.， infrared and visible images，are
transformed by NSCT to obtain a low frequency sub-band and a series of high frequency sub-bands respectively.
Then，the high frequency sub-bands are fused with the max regional energy selection strategy，the low frequency sub-

bands are input into GoogLeNet neural network model to extract feature maps，and the fusion weight matrices are
adaptively calculated from the feature maps. Next，the fused low frequency sub-band is obtained with weighted
summation. Finally，the fused image is obtained by inverse NSCT. The experimental results demonstrate that the
proposed method improves the image visual effect and achieves better performance in both edge retention and mutual
information.
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0 Introduction

Image fusion technology is an effective method
to fuse the same scene image acquired by different
sensors into an image with clear target and back‑
ground［1］. The technology is widely used in the
fields of remote sensing，military and medical image
processing. Infrared and visible images are typical
for different sensors. The principle of visible light
sensor is to use reflected light to form images which
have clear texture，but the effect is poor in night vi‑
sion and complex weather conditions. So，it is easy
to neglect target. On the contrary，infrared sensors
form images based on the object’s own thermal radi‑
ation. The detection effect of the target is better in
the infrared images. However，due to the limitation
of infrared imaging mechanism，the definition is low
and edges are blurred. Therefore，with the use of
the complementarity and redundancy of images ob‑
tained by different sensors，we can combine the rich

background texture information in visible image and
the target information in infrared image to generate
fused images，which have good target information
and clear background information.

Image fusion methods start from the simple
weighted average fusion in the spatial domain and
the method based on principal component analysis，
to the subsequent image fusion based on multi-scale
transformation and some other multi-source image
fusion methods based on sparse representation
（SR），saliency，deep learning and so on. The im‑
age fusion method using the theory of multi-scale
transformation（MST）has gradually developed into
a classic method due to its simple but effective and
practical algorithm. Han et al.［2］and Wang et al.［3］

researched the infrared and visible image fusion
based on discrete wavelet transform（DWT）. Lewis
et al.［4］ improved the DWT-based method and pro‑
posed a kind of fusion method based on dual-tree
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complex wavelet transform （DTCWT）. Because
the non-subsampling contourlet transform（NSCT）
can capture the directional feature and edge informa‑
tion，the NSCT-based fusion methods［5‑7］ became
the research focus. The SR-based fusion methods
are used in multi-focus image fusion. Yang et al.［8］

and Liu et al.［9］ applied this method to achieve good
results in multi-focus image fusion. Saliency-based
fusion method［10］ gets the salient features of the
source image，divides the image into the target sa‑
liency map and the non-saliency map，and fuses the
two parts separately. Some other methods such as
gradient transfer fusion（GTF）［11］ and multi-scale
singular value decomposition（MSVD）［12］are under
research recently. Deep learning method［13］ is a kind

of weighted fusion method，and the weight matrix
value depends on the feature maps，which are ex‑
tracted from source images with the use of neural
network.

In this paper，we present a novel and effective
fusion method via NSCT and GoogLeNet neural
network for infrared and visible image fusion.

1 Preliminaries

NSCT is proposed by Cunha et al.［14］ in 2006，
as shown in Fig.1. NSCT uses the non-subsampled
pyramid decomposition（NSP）and the non-subsam‑
pled direction filter banks（NSDFB） to obtain the
decomposition coefficients of different scales and di‑
rections of source images.

NSCT is a kind of multiscale analysis tool，and
multiscale analysis has been proved to be very effec‑
tive for image fusion and other image processing
tasks. The NSCT fusion methods can be summed
up in three steps：（1）The low frequency and high
frequency sub-bands in the transform domain are ob‑
tained by decomposing the source images；（2）De‑
sign fusion rules and fuse the low frequency and
high frequency sub-bands respectively；（3）Obtain
the fused image by corresponding inverse transform
with the use of fused low frequency and high fre‑
quency sub-bands. The image fusion framework
based on multiscale analysis involves two basic prob‑
lems：The selection of multiscale decomposition
method and the strategy for multiscale coefficient fu‑

sion. Most of the image features adopted by the fu‑
sion strategy are simple，while the fused image ef‑
fect is not good enough. If we can get the features
that can express the source image better，we can de‑
sign more suitable fusion strategy.

Deep learning methods have good performance
in image target recognition tasks，due to the excel‑
lent feature extraction and description capabilities at
each layer of the neural network. The image fea‑
tures extracted by neural network are richer and
more accurate representation of image information
than previous features. Among the neural networks，
GoogLeNet neural network［15］ is a brand new neural
network model proposed by Szegedy. It reduces the
number of training parameters and the possibility of

Fig.1 Decomposed structure of NSCT
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over-fitting when the training data set is limited，
and also improves the classification accuracy. Com‑
pared with other network models，GoogLeNet neu‑
ral network model has a depth of only 22 layers.
The feature graph of each layer contains the con‑
tours and gradient features，and it is the key to high
classification accuracy.

As analyzed above，the strategy for multi-scale
coefficient fusion determines the quality of the fu‑

sion image，and the feature maps of GoogLeNet，
which is trained on ImageNet， can express the
source image precisely. We design fusion strategy of
low frequency sub-bands with GoogLeNet feature
maps. The fusion strategy is adaptive and compre‑
hensive.

2 The Proposed Fusion Method

This paper presents a new method of infrared
and visible image fusion，as shown in Fig.2.

2. 1 Decomposition with NSCT

Suppose that there are K preregistered source
images，and in our paper we choose K=2. But the
fusion strategy is the same for K>2. Here，we
name the visible source image as IV ( x，y ) and the in‑
frared source image as IR ( x，y ).

As mentioned above，NSCT is an effective de‑
compose method. So in our paper，we use this
method to decompose the source images.

The low frequency sub-band image LV ( x，y )
and LR ( x，y ) and high frequency sub-band images
H V

j，r ( x，y ) and H V
j，r ( x，y ) can be obtained by Eq.（1）

and Eq.（2）.

IV ( x,y )= LVJ ( x,y )+ ∑
j= 1

J

H V
j,r ( x,y ) (1)

IR ( x,y )= LRJ ( x,y )+ H R
j,r ( x,y ) (2)

where j and r represent the scale and direction num‑
ber of decomposition.

2. 2 Adaptive fusion strategy with GoogLeNet

The low frequency sub-band images contain
the basic contour information，which carries most of
the energy of the source image. The processing of
low frequency sub-band image will affect the final fu‑
sion result. In our paper，this part of the fusion strat‑
egy is designed as follow.

（1） Input the low frequency sub-band image
LVJ ( x，y ) and LRJ ( x，y ) into the GoogLeNet net‑
work model，trained with the ImageNet set. With
the use of feature extraction function of network
model，feature graphs Fea iV and Fea iR of different
depths of neural network are obtained，where i=
1，2，…，n，Fea iV corresponds to visible image，and

Fig.2 Framework of the proposed method
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Fea iR corresponds to infrared image.
（2） Calculate the maximum value of pixel

points corresponding to n feature graphs with l1-

norm，then we can obtain feature map FeaR of infra‑
red low frequency sub-band images and feature map
FeaV of visible low frequency sub-band images.

（3）The feature map is extended to the size of
the source image by the method of up-sampling in‑
terpolation. Next the feature matrix which can repre‑
sent image contour feature information is obtained，
and we would calculate the corresponding weight
matrix W R and WV from feature matrix by Eqs.（3）
and（4）.

W R ( x,y )=
FeaR ( x,y )

FeaR ( x,y )+ FeaV ( x,y )
(3)

W R ( x,y )=
FeaR ( x,y )

FeaR ( x,y )+ FeaV ( x,y )
(4)

The fused low frequency sub-band image
LFJ ( x，y ) is obtained by combining the low frequen‑
cy sub-band image with the corresponding weight
matrix by Eq.（5）.
LFJ ( x,y )= LRJ ( x,y )×W R ( x,y )+ LVJ ( x,y )×

WV ( x,y ) (5)

2. 3 Maximum of regional energy

The high frequency sub-band image energy is

low but contains the main target energy，which af‑
fects the sharpness of fused images. In order to
make the target area of fusion image clearer，high
frequency sub-band images are fused with the rule of
the maximum of regional energy. Taking the
( 3× 3 ) region center at ( x，y ) in high frequency sub-

band images H R
j，r ( x，y ) and H V

j，r ( x，y )，the regional
energy of the two regions E R

j，r ( x，y ) and E V
j，r ( x，y )

is calculated by Eq.（6）.

E j,r= ∑
x'=-1

1

∑
y '=-1

1

H j,r ( x+ x',y+ y' )2 (6)

The high frequency sub-band images H F
j，r ( x，y )

is calculated by Eq.（7）.

H F
j,r ( x,y )= {H R

j,r ( x,y ) E R
j,r ( x,y )≥ E V

j,r ( x,y )
H V

j,r ( x,y ) Else
(7)

2. 4 Reconstruction

The final infrared and visible fusion image
IF ( x，y ) is obtained by corresponding inverse
NSCT of the fused low frequency sub-band image
LFJ ( x，y ) and the fused high frequency sub-band im‑
ages H F

j，r ( x，y ) of each layer and each direction.

2. 5 Summary of the proposed method

The proposed image fusion method is shown in
Table 1.

3 Experimental Results

3. 1 Experimental settings

In our experiment，the source infrared and visi‑
ble images were collected from TNO Human Fac‑
tors Research Institute［16］. Three pairs of infrared
and visible images were selected，which are UN‑

camp，Sandpath and Band respectively.
For comparison，we selected several recent

and classical fusion methods to perform the same ex‑
periment， including： DTCWT［4］ ， NSCT［5］ ，

ASR［9］，GTF［11］ and MSVD［12］. The decomposition
levels for DTCWT and NSCT are all 4，and the de‑
composition directions in NSCT are［2 3 3 4］. All

Table 1 NSCT‑GoogLeNet image fusion algorithm steps

Input: Infrared imageIR ( x,y ), visible imageIV ( x,y )
Output: Fused image IF ( x,y )

(1) Image decomposition: Decompose IR ( x,y ) and IV ( x,y ) to LRJ ( x,y ),LVJ ( x,y ) and H V
j,r ( x,y ) , H V

j,r ( x,y )；
(2) Adaptive fusion strategy with GoogLeNet: Obtain GoogLeNet feature graphs Fea iV and Fea iR; calculate weight matrix
WR and WV; obtain LFJ ( x,y );

(3) Maximum of regional energy: Obtain H F
j,r ( x,y ) with the rule of maximum of regional energy;

(4) Reconstruction: Obtain IF ( x,y ) with corresponding inverse NSCT.
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the fusion algorithms are implemented in MAT‑
LAB R2018a on Intel Core i7-8750h @2.20 GHz
CPU with 8 GB RAM.

3. 2 Subjective results

As shown in Figs.3—5，there are the fusion re‑
sults of three pairs of infrared and visible images ob‑
tained by different fusion methods. The target infor‑
mation in the infrared image and the background in‑
formation in the visible image are well retained in

the fusion image by all six methods. The target
brightness in the GTF fusion image is the highest
but ill-defined. The MSVD fusion images are blurri‑
er than other methods. As we can see in the result，
fusion images by the proposed method have clear
target information and fine texture.

3. 3 Objective evaluation

Five objective evaluation indexes are used to
compare and evaluate the fusion method. They are
spatial frequency SF，information entropy IE，edge
information retention Q abf

［17］，weighted fusion index
Qw

［18］and fusion runtime. It should be noted that a
larger value means the better fusion performance，
while runtime is just the opposite.

During the experiment，we add Gaussian noise
with variance of 5，10 and 25 to all three pairs of
source images，and then calculate the average value
of the evaluation results after multiple tests. The re‑
sults are shown in Tables 2—4.

From above results，the following conclusions
can be drawn.

（1）The IE of the proposed method is the high‑

Fig.3 Result on“UNcamp”image

Fig.4 Result on“Sandpath”image

Fig.5 Result on“Band”image

Table 2 Comparison of UNcamp fusion result evaluation

Method
SF
IE
Q abf

Qw

Runtime/s

DTCWT
11.987
6.507
0.447
0.397
0.192

NSCT
12.204

6.567
0.489
0.417
1.142

GTF
8.878
6.681
0.408
0.458
0.671

MSVD
9.762
6.265
0.326
0.287
0.104

ASR
9.832
6.345
0.431
0.482
85.066

Ours
11.986
6.725

0.498

0.489

1.750

Table 3 Comparison of sandpath fusion result evaluation

Method
SF
IE
Q abf

Qw

Runtime/s

DTCWT
11.102
6.401
0.484
0.437
0.273

NSCT
11.534
6.443
0.496

0.446
2.923

GTF
10.305
6.502
0.492
0.514

4.261

MSVD
10.012
6.148
0.336
0.366
0.263

ASR
8.924
6.159
0.413
0.445
240.88

Ours
11.586

6.765

0.491
0.509
1.652

Table 4 Comparison of band fusion result evaluation

Method
SF
IE
Q abf

Qw

Runtime/s

DTCWT
23.188
6.939
0.672
0.483
0.092

NSCT
23.225
6.961
0.679
0.494
0.765

GTF
21.815
6.778
0.580
0.476
0.446

MSVD
9.288
6.478
0.166
0.185
0.079

ASR
22.779
6.854
0.674
0.445
65.806

Ours
24.424

6.965

0.688

0.511

1.354
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est，which indicates that the fusion image is the
clearest and contains the most information in the im ‑
age.

（2）The Q abf and Qw of the proposed method
are the highest in the UNcamp and Band experi‑
ment，and slightly less than other methods in the
Sandpath experiment. The proposed method is bet‑
ter than the other methods.

（3）The fusion time of the proposed method is
the 5th in the six methods，but it’s only slower less
than 1 s compared with the fastest MSVD method.
So it meets the requirement of real-time fusion.

4 Conclusions

An infrared and visible image fusion method
based on NSCT and GoogLeNet neural network
model is proposed. We use a multi-scale model
NSCT to decompose the source image， the fuse
low frequency sub-band image by the use of
GoogLeNet，and the fuse high frequency sub-bands
with the rule of the maximum of regional energy.
The experimental results show that the proposed fu‑
sion method can not only highlight the target infor‑
mation in infrared images，but also retain the back‑
ground details in visible images. It is superior to oth‑
er fusion methods in terms of vision，SF，IE，Q abf

and Qw. In addition，the proposed fusion method
has a short running time，which can meet the real-
time requirement.
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一种基于NSCT与GoogLeNet的多传感器图像融合算法

李阳雨，王彩云，姚 晨
（南京航空航天大学航天学院，南京 211106，中国）

摘要：为提高多传感器融合图像的细节保持性与目标信息完整性，提出一种基于非下采样轮廓波变换（Non‑Sub‑
sampling Contourlet transform，NSCT）与GoogLeNet神经网络模型相结合的异传感器图像融合算法。本文采用

的异传感器图像为红外与可见光图像，首先将红外与可见光图像分别进行 NSCT变换，分解得到一个低频子带

系数和一系列多尺度、多方向的高频子带系数；然后将高频子带系数采用区域能量取大策略进行融合，将低频子

带系数输入 GoogLeNet神经网络模型中提取特征图，从特征图中自适应计算加权融合的权值矩阵参数，加权求

和得到融合后的低频子带系数；最后经过 NSCT逆变换得到融合图像。实验结果表明，该算法有效地提高了图

像视觉效果，且在边缘保持度、互信息等客观指标上有明显提高。

关键词：图像融合；非下采样轮廓波变换；GoogLeNet神经网络；红外图像；可见光图像
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