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Abstract: Frequent inter-satellite link （ISL） handovers will induce service interruption in large-scale space
information networks，since traditional distributed/centralized routing strategy-based route convergence/update will
consume considerable time（compared with ground networks） derived from long ISL delay and flooding between
hundreds or even thousands of satellites. During the network convergence/update stage，the lack of up-to-date
forwarding information may cause severe packet loss. Considering the fact that ISL handovers for close-to-earth
constellation are predictable and all the ISL handover information could be stored in each satellite during the network
initialization，we propose a self-update routing scheme based on open shortest path first（OSPF-SUR）to address the
slow route convergence problem caused by frequent ISL handovers. First，for predictable ISL handovers，forwarding
tables are updated according to locally stored ISL handover information without link state advertisement（LSA）
flooding. Second，for unexpected ISL failures，flooding could be triggered to complete route convergence. In this
manner，network convergence time is radically descended by avoiding unnecessary LSA flooding for predictable ISL
handovers. Simulation results show that the average packet loss rate caused by ISL handovers is reduced by 90.5%
and 61.3%compared with standard OSPF（with three Hello packets confirmation）and OSPF based on interface state
（without three Hello packets confirmation），respectively，during a period of topology handover. And the average end-

to-end delay is also decreased by 47.6%，9.6%，respectively. The packet loss rate of the proposed OSPF-SUR does
not change along with the increase of the frequency of topology handovers.
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0 Introduction

A growing interest has been imposed on space
information networks as the satellite internet is one
of the“new infrastructure” and lots of countries
want to accelerate its commercialization. Several
mega-constellations have been planned， such as
Starlink，OneWeb，Telesat，“National Network”
project， etc［1］. These constellations composed of
hundreds（or even thousands）of satellites can over‑
come distance and terrain restrictions to realize glob‑
al coveragence and provide multiple services to indi‑

vidual users. Nevertheless， frequent inter-satellite
link （ISL）［2］ handovers caused by the periodic
movement of satellites will induce service interrup‑
tion in a large-scale satellite network. In order to
route data correctly after topology changing， the
routing protocol need to flood the connectivity varia‑
tion and converge again. But route convergence in
satellite networks takes a long time because of long
ISL delay and forwarding the changed information
between hundreds/thousands of satellites. Thus，
until route convergence is done，for some satellite
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nodes，the lack of up-to-date forwarding informa‑
tion may cause severe packet loss，even service in‑
terruption.

The satellite routing scheme can be divided in‑
to two types：Centralized and distributed routing.
Centralized routing solutions are represented by
snapshot routing and software-defined network
（SDN） enabled routing architecture. For snapshot
routing，the system period of a satellite network is
divided into several time intervals，and the network
topology within each time interval is regarded as a
constant［3］. Each satellite node only has the forward‑
ing function based on routing tables that are pre-cal‑
culated and uploaded from the ground station. This
scheme shows a strong requirement on storage and
computing capability with the increase of the net‑
work scale. An adaptive snapshot routing strategy［4］

was raised to reduce the occupation of previous on-

board storage resources， and the results showed
that the proposed scheme decreases on-board stor‑
age resource occupation and improves quality of ser‑
vice. But this scheme has a fatal shortcoming：Poor
adaptability for unpredictable ISL failures［5］. As for
SDN enabled routing architecture，its topology dis‑
covery （with link layer discovery protocol （LL‑
DP）） and routing computation relies on the SDN
controller. And the route update delay includes time
consumed by topology changing event awareness
（from switch to controller），forwarding policy cal‑
culation and flow table updating（from controller to
switch）［6-7］. But if the SDN controller continuously
works in this way，it will suffer from tremendous de‑
lay for routing update and significant communication
overhead［8-10］. And a reliable SDN control link also
needs to be guaranteed until it is not affected by fre‑
quent ISL handover. Cho et al.［11］ developed a pow‑
er-efficient control link algorithm，and numerical re‑
sults demonstrated that this algorithm can establish
low latency and high reliability of control link with
reduced power consumption.

Regarding the distributed routing scheme，
open shortest path first（OSPF）-based dynamic rout‑
ing and delay tolerant network（DTN）are two typi‑
cal solutions. In the OSPF architecture，each satel‑
lite node（i.e. router）independently maintains a link

state database（LSDB） that describes the structure
of the network based on link state information. The
routing table is calculated based on LSDB. OSPF
enabled route convergence consumes too much time
because of long ISL delay and flooding between hun‑
dreds（or even thousands） of satellites［12］. Within
the period of network convergence，the routing ta‑
ble of some satellite nodes is not updated immediate‑
ly and this may cause severe packet loss because of
incorrect routing information. In Ref.［5］，a distrib‑
uted dynamic routing based on ISL state informa‑
tion was proposed. But numerous ISL state flooding
needs to be flooded in topology establishment phase
and link failure response phase，and it will induce
service interruption because of slow route conver‑
gence. At the same time，although DTN is an alter‑
native for satellite networks，it is more suitable for
deep space networks （disjointed networks） or
sparse satellite constellation［13］. Madni et al.［14］

found that quota-based DTN routing scheme in
which the number of replicas was limited and fixed
for each generated bundle could balance between de‑
livery delay and overheads costs，but the delivery ra‑
tio was still much lower than that of the connected
network.

Therefore，regardless of centralized and distrib‑
uted routing scheme in satellite networks，route con‑
vergence caused by frequent ISL handovers is still a
problem that has not been properly resolved. Plus，
due to periodic motion of satellite，ISL handovers
are common and inevitable. For sparsely connected
constellation（i. e. Iridium，Iridium NEXT），this
phenomenon is even more severe. Even in dense
LEO constellation，e. g. Starlink，ISL handovers
are also needed［15］，but the number of them is less.
For frequent ISL handovers in sparsely connected
constellation，since satellite constellation is decen‑
tralized generally（multi-layer satellite network com‑
bined with GEO/MEO/LEO may be an excep‑
tion），OSPF-based distributed routing is a promis‑
ing solution if slow convergence could be alleviated.

Since ISL handovers are predictable and all the
ISL handover information（refereed as contact plan
afterwards） could be uploaded to satellites in the
network initialization period，we propose a self-up‑
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date routing scheme base on OSPF（OSPF-SUR）
to solve the slow route convergence problem espe‑
cially under the frequent ISL handovers scenario. In
the proposed routing scheme，for predictable ISL
handovers，the routing table in each satellite node is
directly updated according to locally stored ISL han‑
dover information and without the link state adver‑
tising（LSA） flooding for route convergence. For
unpredictable link failures，LSA flooding could be
activated to complete route convergence. By this
way，the network convergence time can be descend‑
ed by avoiding LSA flooding for predictable ISL
handovers，and the packet loss rate caused by ser‑
vices interruption is also decreased. Finally，we con‑
duct simulations to verify the OSPF-SUR.

The rest of this paper is organized as follows.
In Section 1，we introduce the structure and func‑
tion of contact plan tables（CPTs）that are stored in
each satellite during the network initialization，and

the self-update routing mechanism based on CPT is
also elaborated. Then，the OSPF-SUR scheme is
detailed in Section 2. In Section 3，a hardware plat‑
form is constructed to verify the effectiveness of the
OSPF-SUR scheme，and simulation results are also
analyzed and discussed. Finally， conclusions are
drawn in Section 4.

1 Contact Plan Table

1. 1 Definition of CPT

CPTs are employed to define the pre-calculat‑
ed topology that is composed of ISL handover infor‑
mation for each satellite node. It includes multiple
entries，and its structure of entry is illustrated in
Fig.1. Each entry is composed of five parts：Node
id，interface id，peer node id，effective time start
and effective time end. Each entry of a CPT is di‑
rectly related with specific ISL establishing and dis‑
connecting.

1. 2 Self‑update routing mechanism using
CPTs

Firstly，satellite nodes run the OSPF protocol
and store CPT information when the network is ini‑
tialized. During ISL establishing， the countdown
timer is triggered according to the survival time of
each entry in the CPT and the corresponding entry
will be activated to update the routing table of each
satellite nodes. The detailed update procedure is
shown in Fig.2. Corresponding to each entry of the
CPT in each satellite，the self-update procedure in‑
cludes two procedures.

（1）Update LSA and neighboring status infor‑
mation. For each satellite node，there have several
LSAs in LSDB，and the contents of a LSA are re‑

placed based on the corresponding entry. Specially，
the LSA contents，including advertising node，link
id，link data，are replaced by node id，peer node id，
interface id of entry，respectively. And the survival
time which is an extend field in the LSA is con‑
firmed by effective time start and effective time end
of entry in the CPT. As shown in Fig. 2（a），each
LSA in LSDB is updated by replacing the old con‑
tents based on the corresponding entry in the CPT.
Then，the entry of the CPT is also used for updat‑
ing neighbor status information in the neighbor inter‑
face table（NIT），but this updated procedure is on‑
ly for the satellite nodes whose direct ISLs have
changed. In Fig. 2（b），for each entry in the CPT，

interface id enables the corresponding interface to

Fig.1 Structure and function of CPT
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start working and makes its status change to UP.
Peer node id and interface id can determine the inter‑
face id of another satellite node for this link，and its
neighbor status jumps straightway from down to
FULL state.

（2）Rebuild routing table. In Fig. 2（c），the
function of rebuilding routing table which combined
with the information in NIT and LSDB will be trig‑
gered after the above procedures are implemented.
Then，the obsoleted routing table will be replaced
by a new one. In addition，next self-update timer de‑
termined by effective time end part of the entry is al‑
so configured and stored.

2 OSPF‑SUR Scheme

Routing problem is an essential problem in sat‑
ellite networks. Compared with traditional terrestri‑
al networks，the main problem of satellite routing is
frequent ISL handover. And ISL handover can be
divided into two types.（1）Predictable ISL hando‑
vers（i. e.，normal ISL interruption）. The cause for
this type is the periodic movement of satellites.（2）
Unexpected ISL failures. The possibility of acciden‑

tal ISL failures is relatively low. Nevertheless，re‑
gardless of the type of ISL handovers，the whole
network needs to perform route convergence in or‑
der to recalculate the routing table whenever ISL
handover changes. But route convergence takes too
long time derived from the long ISL delay，flooding
caused by frequent ISL handovers in large-scale net‑
works composed of hundreds of satellite nodes. Un‑
til completing router convergence，it will cause the
entire network to remain in an unstable state，espe‑
cially severe packet loss rate. Moreover，even if the
routing schemes in DTNs are adapted in this large-
scale network，it wastes valuable bandwidth，and
can hardly guarantee the timeliness of services. The
route convergence caused by frequent ISL hando‑
vers cannot be resolved through an efficient routing
scheme.

Considering the fact that ISL handovers are
predictable and all the ISL handovers information
could be saved in each satellite node during the net‑
work initialization， we propose the OSPF-SUR
scheme to address the slow route convergence
caused by frequent ISL handovers. The OSPF-

Fig.2 Self-updating routing mechanism using CPTs
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SUR scheme combines the dynamic routing proto‑
col with the predictable characteristics of ISL hando‑
vers to solve the above problem. The routing table
in each satellite node is updated according to the
stored ISL handover information（i. e. CPT） in ad‑
vance and the LSA flooding is also avoided，thus
the network convergence time is radically decreased
by avoiding flooding and the packet loss rate caused
by incorrect routing is optimized. For unexpected
ISL failures，flooding could be activated to com‑
plete route convergence.

When the ISL handover changes，a satellite
node needs to confirm this type of ISL handovers，
predictable or unexpected. If the current time for
this ISL handover is one of the stored self-update
timers and the changed ISL is consistent with the
next changed ISL in CPT，this is a predictable one，
otherwise is an unexpected ISL failure. And then
the corresponding routing update process is trig‑
gered，as shown in Fig.3. For a predictable ISL han‑

dover in Fig.3（a）， the procedures of self-update
routing mechanism is performed as mentioned in the
previous section. The saved CPT will be used to up‑
date the contents of the LSA in LSDB，and the in‑
terface and neighbor status in the NIT are also re‑
newed for the satellite nodes where the direct ISL
has changed. The function of rebuilding routing ta‑
ble is activated after the former two procedures are
implemented. Then the newly generated routing ta‑
ble will take place of the old one. For each satellite
node，LSA flooding generated by ISL handovers
but not been sent out is avoided，otherwise the new
LSA will induce ineffective update for the routing ta‑
ble and waste valuable bandwidth and this function
is implemented by modifying the old flooding mech‑
anism，as shown in Fig. 4. The newly generated
LSA is compared with all the LSAs in LSDB. If the
new LSA is identical with the one in LSDB，this
LSA is discarded，otherwise LSA flooding will be
triggered. In this manner， the modified flooding

Fig.3 OSPF-SUR scheme for predictable and unexpected ISL handovers

Fig.4 Mechanism of avoiding LSA flooding for predictable ISL handovers
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mechanism successfully avoid the LSA flooding for
predictable ISL handover，and it also can trigger
LSA flooding to complete route convergence for un‑
expected ISL failures.

Further，as shown in Fig. 3，the OSPF proto‑
col that runs in satellite nodes will come into play at
that time when the unexpected ISL failure changes.
For unexpected ISL failures， satellite nodes will
perceive this change，and then flood the newly gen‑
erated LSA to surrounding nodes. After receiving
the link state update packet（LSU），the satellite
node reconstructs the routing table and continues to
flood to all the neighbors until route converges. In
addition，when these two types of ISL handovers
occur at the same time，the procedures of self-up‑
date routing mechanism are performed，and LSA
flooding for unexpected ISL failures is activated si‑
multaneously to route convergence.

The flow of the OSPF-SUR scheme is exhibit‑

ed in Fig.5. Topology planning results is firstly ob‑
tained from the prestored CPT，then the self-updat‑
ing timestamps are set for predictable ISL hando‑
vers. When the topology change occurs， the
changed satellite node will get the current system
time，and compare it with the preset timestamps. If
and only if the current time is one of the preset time‑
stamps and the changed ISL is consistent with the
next changed ISL in the CPT，this topology change
is a predictable ISL handover. Otherwise，it is an
unpredictable ISL failure. The following mecha‑
nisms are activated for predictable ISL handovers，
including update LSA contents，neighbor status in‑
formation and routing table（i. e. the mechanism is
shown in Fig.2）. Meanwhile， the LSA flooding
avoidance mechanism in Fig.4 also comes into play.
As for unexpected ISL failures，it can be triggered
in to flooding LSA in order to update the routing ta‑
ble.

3 Performance Evaluation

In this section，a hardware platform is con‑
structed to verify the effectiveness of the OSPF-

SUR scheme. And we perform a series of simula‑
tions to evaluate the performance of the OSPF-

SUR scheme.

3. 1 Functional verification of OSPF‑SUR
scheme

The hardware platform of a satellite network is
built［16］. We only use three physical satellite nodes
to verify its function. The structure of the hardware
platform is shown in Fig.6. A CPU board and a FP‑
GA board are connected to each other to form a sat‑
ellite node，and the host connected with the CPU
board can query and display the status and data infor‑
mation of the protocol operation run by the CPU
board. Three physical satellite nodes are connected
to each other to form a ring. The CPU board runs
the OSPF-SUR scheme，and it can exchange infor‑
mation with the FPGA board that has multiple ISLs
and controls the connection and disconnection of
ISL. ISL status information can be forwarded to the
CPU board from the FPGA board and then the rout‑
ing protocol will be changed on the basis of receiv‑Fig.5 Step diagram for OSPF-SUR scheme

169



Vol. 39Transactions of Nanjing University of Aeronautics and Astronautics

ing information. In addition，the ISL handover infor‑
mation（i.e. CPT）is stored in the CPU board in ad‑
vance，and ISL can be interrupted according to the
instructions send by the CPU board.

The setup of the hardware is shown in Fig. 7.
Suppose that traffic is transmitted firsthand from
node 2 to node 3，and the predicable ISL handovers
are the interruption of the ISL between node 2 and
3. When the predictable ISL handovers are coming，
the procedures of self-update routing mechanism are
performed based on the stored CPT，replacing the
old contents of LSA in LSDB and updating the in‑
terface and neighbor status in the NIT. And the
LSA flooding is also avoided for the predictable ISL
handover. Afterwards，the routing table is updated
when the above procedures are implemented，and
the LSDB，routing table and transmission path on
the CPU board will be updated. Meanwhile， the
ISL on the FPGA board will be interrupted accord‑
ing to the presupposed timestamp. The updated re‑
sults are acquired from the CPU board by the con‑
nected host.

These changed information before and after the
OSPF-SUR update in the CPU board are shown in

Fig.8. It can be observed that the LSDB，the rout‑
ing table and the transmission path are changed com‑
pared with the former ones. And the new transmis‑
sion path is where traffic has to be forwarded by
node 1 to reach the destination node. It means that
the OSPF-SUR scheme in the CPU board accom‑
plishes self-update routing procedures based on the
stored CPT. At the same time，the LSA flooding
information has not been sent out and other CPU
boards have not received any flooding information.
The above results successfully verify the effective‑
ness of the OSPF-SUR scheme.

3. 2 Simulation environment

In the simulation process，we take a LEO con‑
stellation as a constellation model to complete rout‑
ing performance simulation. This LEO constellation
is a walker-delta orbit model［17］，and has five orbital
planes with 21 satellites on each orbit. Each satellite
node has three laser communication terminals

Fig.6 Hardware platform structure

Fig.7 Setup of simulation

Fig.8 Changes before and after OSPF-SUR scheme up‑
date
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（LCTs）. It means that a satellite node maintains
three ISLs with its adjacent nodes. And the process‑
ing latency of the intermediate satellite node examin‑
ing packets by hardware/software and forwarding it
consumes 100 ms. The specific parameters of this
constellation are listed in Table 1. The optical ISL
from LEO （i. e.， LCT accommodated on Ter‑
raSAR-X from Germany） to LEO（i. e.，LCT ac‑
commodated on NFIRE from America） is estab‑
lished，and full communication enters within typical‑
ly from 41 s to 52 s including spatial acquisition and
laser phase locking［18-20］. For the sake of conserva‑
tism，ISL reconstruction time is assumed to be 60 s
in this paper. Meanwhile，under the restriction of to‑
pology handover times，we also compare the OSPF-

SUR scheme with the OSPF with three Hello pack‑
ets confirmation，and the OSPF based on the inter‑
face state（OSPF-IS，without three Hello packets
confirmation）. Besides，the simulation is executed
by OMNET++［19］，which can simulate the corre‑
sponding network performance according to the in‑
put satellite parameters and routing strategy，such
as delay，packet loss rate and throughput，etc.

3. 3 Simulation results

The performance comparison results versus dif‑
ferent routing strategies during a period of topology
handover are shown in Fig. 9. For the OSPF-SUR
scheme，the routing table can be directly updated ac‑
cording to the pre-stored CPT information and LSA
flooding is avoided when a predictable ISL handover
occurs，which substantially decreases the route con‑
vergence time，and packet loss caused by incorrect

routing within route convergence time is also de‑
clined. Thus，the OSPF-SUR scheme always has
the optimal performance in terms of the average
packet loss rate and delay. It also can be seen from
the Fig.9 that the OSPF scheme has the worst per‑
formance regardless of average packet loss rate and
delay. It is because the OSPF scheme requires three
Hello packets to determine ISL interruption，and
then floods the changed information to complete
route convergence. These processes take a long
time to achieve route convergence，so a mass of
packets are dropped and needed to retransmit，
which contributes to the severe packet loss and tre‑

Table 1 Constellation parameters

Parameter
Orbital altitude/km
Orbital inclination/(°)
Orbital period/s
Number of planes
Satellites per plane
Phase factor

LCT per satellite
Intra‑ISL distance/km
Inter‑ISL distance/km
ISL reconstruction time/s

Value
500
35
5 677
5
21
1
3

2 050
≤4 000
60

Fig.9 Performance comparison of routing schemes
during a period of topology handover
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mendous delay. Meanwhile，compared with the OS‑
PF routing strategy，the OSPF-IS scheme has the
perception ability of link interruption，which means
that this scheme does not require three Hello pack‑
ets confirmation，and it only needs to flood changed
information to the whole network to route conver‑
gence and then update the routing table. Thus，the
packet loss rate and delay of the OSPF-IS scheme
are better than these of the OSPF scheme and inferi‑
or to those of the OSPF-SUR scheme.

The above explanations also can be verified in
Fig. 9（b）. Fig. 9（b）shows the number of received
packets with time within a period of topology
change. The decline of received packets represents
that route convergence is in progress. The duration
that the curve of received packets drops and returns
to normal means the route convergence time. The
curve of the OSPF-SUR scheme declines to the
lowest and returns to the normal most quickly com‑
pared with other routing schemes. And the curve of
the OSPF scheme has the most severe downward
trend and fluctuation， and the slowest recovery
speed. As for the OSPF-IS scheme，the curve is
higher than that of the OSPF scheme，and lower
than that of the OSPF-SUR strategy. The reason
for the aforementioned results is stated in the previ‑
ous paragraph.

In addition，the curves for the packet loss rate
under different routing schemes remain basically
constant. The reason is that packet loss mainly oc‑
curs during the network convergence time，and the
number of lost packets rises with the increase of the
sending interval，but the total number of sent pack‑
ets is also increasing，thus the packet loss rate is rel‑
atively constant. It also means that the packet loss
rate depends on the route convergence time.

The probability that the traffic needs to be re‑
transmitted also depends on the network conver‑
gence time，thus the corresponding delay of the OS‑
PF-SUR scheme is the lowest compared with other
routing schemes in this simulation. And the delay of
OSPF is the worst，it is because slow route conver‑
gence results in extended delay. For the OSPF-IS
scheme，the delay is higher than that of the OSPF-

SUR，but lower than that of OSPF，and the reason

is that the convergence time is centered between oth‑
er routing schemes. Specifically， the OSPF-SUR
scheme can optimize the packet loss rate perfor‑
mance by about 90.5%， 61.3% compared with
those of OSPF and OSPF-IS routing schemes. And
delay is optimized about 47.6%，9.6%，respective‑
ly. In addition，the above-mentioned results demon‑
strate that the standard OSPF cannot be directly ap‑
plied into space information network because of se‑
vere packet loss and tremendous delay.

Further，the routing performance under differ‑
ent topology handover times is also analyzed. In
Fig.9， the comparison results of routing perfor‑
mance are similar to those in Fig. 10：The OSPF-

SUR scheme always has the best performance in
terms of packet loss rate and delay，the OSPF-IS
scheme is the second and the OSPF scheme is the
worst. The reason is stated in the previous para‑
graph，that is，the network route convergence time
is the lowest for the OSPF-SUR scheme，and then
that of the OSPF-IS is lower than that of the OSPF
scheme. Another interesting point in Fig.10 is that
with the increase of topology handover times，the

Fig.10 Performance comparison versus number of topol‑
ogy handovers
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packet loss rate of the OSPF-SUR scheme remains
almost unchanged，but other routing schemes are in‑
creasing. As we noted in previous paragraph，for
the OSPF-SUR scheme，the routing table is updat‑
ed according to the saved CPT in each satellite node
without flooding LSA to the whole network，so the
route convergence time is the smallest， and the
packet loss rate has nothing to do with the increase
of topology handover times. Nevertheless，for other
routing schemes，the route convergence time is in‑
creasing with the number of topology handover
times. The growth trend of the curve for the OSPF
scheme is much higher than that of OSPF-IS be‑
cause of three consecutive Hello packets confirma‑
tions for each ISL interruption. Further，as the num‑
ber of topology handover times increases， delay
curves are basically consistent with packet loss rate
trends except for the OSPF-SUR scheme. For the
proposed OSPF-SUR scheme，delay is slightly in‑
creased，not constant. This phenomenon is from the
fact that the retransmitted packet caused by ISL in‑
terruption rises with the increase of frequency of to‑
pology handovers，and it contributes to tremendous
delay. But for other routing schemes，delay is gradu‑
ally deteriorated as the increase of topology hando‑
ver times. It is because the route convergence time
is aggrandized，thus the retransmitted packets with‑
in the network convergence time is added and then
the delay is enlarged. In other words，the above re‑
sults indicate that the OSPF-SUR scheme main‑
tains the best performance as the number of topolo‑
gy handover times increase.

4 Conclusions

In satellite networks，ISL handovers caused by
periodic mobility of satellites is a common and inevi‑
table phenomenon. Specially，for a sparsely connect‑
ed constellation，ISL handovers are even more se‑
vere than those of a dense constellation. Frequent
ISL handovers will induce severe service interrup‑
tion，because of slow route convergence in the exist‑
ing centralized and distributed routing solutions.

In this paper，considering the fact that ISL han‑

dovers are predictable and all the ISL handover in‑
formation could be stored in each satellite node，we
propose an OSPF-SUR scheme to address the slow
route convergence problem in distributed space in‑
formation network routing. Based on the local CPT
information stored in each satellite node，the self-up‑
date routing mechanism is implemented by directly
updating the routing table without LSA flooding
caused by predictable ISL handovers. LSA flooding
is suspended by adding a special judgement condi‑
tion before flooding. In this manner，for predictable
ISL handovers，the routing table can be updated ac‑
cording to locally stored ISL handover information
without LSA flooding. For unexpected ISL fail‑
ures，the LSA flooding also can be triggered to com‑
plete route convergence. The function of the pro‑
posed scheme is verified with our hardware platform
including CPU （running the proposed protocols）
and FPGA boards（data forwarding）. And the simu‑
lation results show that under the same topology
handover times， the OSPF-SUR scheme has the
lowest packet loss rate and delay performance，com‑
pared with those of the standard OSPF with three
Hello packets confirmation and the OSPF based on
interface sate without three Hello packets confirma‑
tion. In addition，the packet loss rate of proposed
OSPF-SUR scheme does not change along with the
increase of frequency of ISL handovers.
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空间信息网络的中断容忍路由策略

杨 孩 1，郭秉礼 1，庞成光 1，崔欣斌 1，

任会林 1，周会超 2，康成斌 2，黄善国 1

（1.北京邮电大学电子工程学院信息光子学与光通信国家重点实验室，北京 100876，中国；

2.中国空间技术研究院，北京 100094，中国）

摘要：在大规模空间信息网络中，频繁的星间链路（Inter‑satellite link，ISL）切换会导致业务中断。与地面网络相

比，传统的分布式/集中式路由策略的路由收敛时间过长，其原因是星间链路时延和链路状态同步时间长。在路

由收敛过程中，由于缺乏最新的链路状态信息，可能会导致严重的丢包。考虑到卫星星座的星间链路切换是可

预测的，且星间链路切换信息已上注至卫星中，本文提出了基于 OSPF（open shortest path first）的自更新路由方

案来解决星间链路频繁切换导致的路由收敛问题。在自更新路由方案中，对于可预测的星间链路切换，根据本

地预存储的链路切换信息直接更新路由表，同时避免泛洪；另外，对于意外的链路故障，通过 OSPF原有机制更

新路由表。该方案通过避免可预测的星间链路切换导致的链路状态数据同步，进而缩短路由收敛时间。仿真结

果表明，在拓扑切换期间，平均丢包率比标准 OSPF（需要 3个 Hello报文确认）和 OSPF‑IS（不需要 3个 Hello报

文确认）分别降低了 90.5%和 61.3%，平均端到端延迟也分别降低了 47.6%及 9.6%。此外，在相同时间内增加

拓扑切换的次数时，自更新路由方案的平均丢包率保持不变。

关键词：空间信息网络；星间链路；路由收敛；自更新路由
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