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Abstract: A dynamic programming-sequential quadratic programming （DP-SQP） combined algorithm is proposed to 
address the problem that the traditional continuous control method has high computational complexity and is easy to 
fall into local optimal solution. To solve the globally optimal control law sequence， we use the dynamic programming 
algorithm to discretize the separation control decision-making process into a series of sub-stages based on the time 
characteristics of the separation allocation model， and recursion from the end stage to the initial stage. The sequential 
quadratic programming algorithm is then used to solve the optimal return function and the optimal control law for each 
sub-stage. Comparative simulations of the combined algorithm and the traditional algorithm are designed to validate 
the superiority of the combined algorithm. Aircraft-following and cross-conflict simulation examples are created to 
demonstrate the combined algorithm’s adaptability to various conflict scenarios. The simulation results demonstrate 
the separation deploy strategy’s effectiveness， efficiency， and adaptability.
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0 Introduction 

For the existing air traffic control， when there 
is a potential conflict between aircraft， only the con‑
troller can deploy the conflict， which not only in‑
creases the workload of controllers but also reduces 
the interval maintenance efficiency［1］. Therefore，In‑
ternational Civil Aviation Organization （ICAO） 
Global Air Navigation Plan 2015—2028 （ICAO 
9750， Fourth Edition） specifically states that under 
acceptable air-ground conditions， the pilot can be 
temporarily authorized to autonomously take charge 
of and maintain the separation between the owner 
and the designated traffic［2］. The pilot can indepen‑
dently select the flight speed and altitude during the 
autonomous separation operation， which improves 
the pilot’s participation in the flying process and al‑
lows the aircraft to fly along a more efficient flight 

speed profile， hence increasing airspace capacity［3-4］. 
However， the sharp increase in the number of air‑
craft and the improvement of pilot autonomy also 
raise the possibility of a flight conflict. Therefore， 
the study of aircraft separation control has important 
theoretical value for the development of a new gen‑
eration of air traffic management［5］. In recent years， 
studies have focused on the aircraft separation con‑
trol methods， which are classified as the discrete 
conflict resolution or the continuous conflict resolu‑
tion based on different optimization models.

The discrete resolution methods， according to 
the conflict resolution process， discretize the resolu‑
tion process into equal intervals from the dimension 
of time or distance， and then use the discrete optimi‑
zation for optimization calculation to obtain the con‑
flict resolution control law that makes the entire sys‑
tem optimal. The ant colony algorithm is a widely 
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known method for dealing with discrete liberation 
problems. It searches pheromones of different paths 
to find the optimal conflict-free trajectory［6］. The tra‑
ditional ant colony algorithm only uses the direction 
adjustment strategy. Tang et al.［7］ extended the tra‑
ditional ant colony algorithm with a sorting system 
to introduce speed and direction adjustment strate‑
gies to the conflicting aircrafts. However， the ant 
colony algorithm is susceptible to local optimization 
and suffers from a high computational workload 
with a slow convergence speed. Moreover， the ge‑
netic algorithm is capable of performing global 
searche. It uses cross mutation decision variables to 
obtain the optimal trajectory under specified con‑
straints［8］， and adopts a trajectory generation func‑
tion and a detection function to predict future flight 
conflicts［9］. But its accuracy depends on empirical 
characteristics， which makes it difficult to predict 
flight conflicts in the absence of historical data and 
samples. Furthermore， considering the impact of ex‑
ternal environment changes at different stages on 
flight conflicts， researchers use the probability trans‑
formation method to obtain the probability density 
function of the minimum distance between aircraft 
from the probability density function of wind compo‑
nent， so as to obtain the conflict probability［10-11］. 
The discrete resolution method solves the model 
mismatch caused by changes in aircraft state or ex‑
ternal environment in each time period or distance 
period， which is closer to the real situation. Howev‑
er， it has the defects of large amount of calculation 
and a slow convergence speed. Additionally， the cal‑
culation accuracy of the discrete resolution is affect‑
ed by initial samples and empirical parameters.

The continuous resolution method is to calcu‑
late the optimal conflict free trajectory of the aircraft 
by using relief strategies such as heading， speed and 
altitude adjustment with the optimal control theory. 
Trajectory based operation （TBO） is the core of 
the next generation air transportation system in the 
United States. Conflicts can be effectively avoided 
by transforming the shortest separation problem into 
the arrival time of designated waypoints［12］. Using 
the method of geometric analysis and formula deriva‑
tion， conflict free trajectories［13-14］ can be deduced 

only by specifying the 4D waypoints of an aircraft 
under the conditions， including aircraft accelera‑
tion， speed limits and flight intervals. Based on the 
current status of aircraft and route constraints［15］， 
the efficiency of separation maintenance strategy 
can be effectively improved by specifying aircraft di‑
rection［16-17］and speed adjustment rules［18］. Howev‑
er， such algorithms are only suitable for simple con‑
straints， and cannot obtain the optimality of conflict 
free trajectories. In actual operations， an aircraft 
flight is a complex nonlinear motion， so its conflict 
resolution problem is a nonlinear programming prob‑
lem with complex constraints. To solve this prob‑
lem， experts proposed an aircraft-following model 
from the initial point to the end point. Moreover， 
the introduced algorithms such as Pontryagin mini‑
mum principle［19］， interior point penalty function 
method［20‑21］， and sequential quadratic program ‑
ming［22‑23］ transform the multi-constraint optimal 
control problem into nonlinear programming prob‑
lem［24］ to obtain the optimal control law of aircraft 
following. Despite the fact that this method can 
solve the control problem’s optimal solution， it is 
difficult to verify the global optimality of the solu‑
tion. The continuous resolution algorithm thus has 
the advantages of reduced computation time and 
great precision as compared to the discrete resolu‑
tion technique， but it is simple to settle on the local 
optimal solution.

To sum up， the calculation accuracy of the dis‑
crete resolution method is heavily dependent on the 
degree of discretization and empirical parameters， 
whereases the continuous resolution methods are dif‑
ficult to solve cases with complex constraints and 
find the local optimal solution. Therefore， this pa‑
per adopts the optimal control method of continuous 
resolution and proposes a combined separation con‑
trol algorithm based on dynamic programming and 
sequential quadratic programming to ensure the 
global optimality of the calculation results. First， 
the aircraft following model under sequential flight 
conditions is established， and the flight time from 
the initial point to the end point is decomposed into 
n sub-stages in the time dimension. Second， the re‑
cursive expression from the end stage to the initial 
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stage is established by employing the dynamic pro‑
gramming algorithm， and the sequential quadratic 
programming algorithm is used to calculate the opti‑
mal return function for each sub-stage. Finally， the 
combined algorithm is compared with the traditional 
interior-point penalty function algorithm. And two 
conflict scenarios， the aircraft-following and the 
cross-conflict， are designed to verify the effective‑
ness and adaptability of the combined algorithm.

1 Aircraft Separation Model 

In this study， the definition of a protected area 
is introduced in conflict detection and separation con‑
trol， that is， the circular area with r as the radius， 
and the aircraft centroid as the center. It is deter‑
mined that the ownship intrudes into the protected 
area of the designed aircraft as a conflict， and two 
typical conflict scenarios with potential conflict are 
considered. （1） Following conflict： The designed 
aircraft and the ownship are flying on the same 
route， and the separation between the two aircraft 
tends to decrease. （2） Horizontal cross-conflict： 
The designed aircraft and the ownship cross flying 
on the intersected air routes， and the separation be‑
tween the pairs of aircraft tends to decrease.

1. 1 Following conflict model　

The aircraft-following characteristics of air traf‑
fic flow are mainly reflected in the operation of air‑
craft queuing on congested routes. This work focus‑
es on the phase of cruise， in which the aircraft rarely 
adjusts the flight altitude. Considering the complexi‑
ty of the algorithm， this work ignores heading ad‑
justment and restricts to the speed adjustment. It is 
assumed that the two aircraft are flying with the 
same direction， route， and vertical altitude， and 
that the pilot strictly abides by the initial 4D flight 
trajectory. Assuming that the front aircraft flies at a 
constant speed along the route， the following air‑
craft will start to execute the speed adjustment strat‑
egy immediately while detecting the conflict risk.

The following model coordinate system of the 
designed aircraft and the ownship is shown in Fig.1. 
It is assumed that at the initial moment， the position 

of the designed aircraft is A = ( x 1 + d 1，0)， and its 
speed is W. The position of the ownship is B =
( x 1，0)， and its speed is V 1. At the end time， the 
ownship reaches the designated end point Bn =
( xn，0)， and the position of the designed aircraft at 
this point is denoted as A n = ( xn + dn，0). The de‑
termination of the conflict can be expressed by the 
relative positional relationship of the two aircraft. In 
the case where the two aircraft keep their initial 
speed until the ownship passes through the designat‑
ed terminal point， the conflict can be determined 
when the following expression is satisfied

d 1 + W ⋅ Xn

V 1
< Xn + r （1）

The acceleration a is considered to be the con‑
trol law of the separation allocation algorithm for 
conflict scenarios. It is assumed that k represents the 
state of separation control， and the time period be‑
tween two adjacent stages is Δt， The speed of the 
ownship V satisfies

V ( k + 1) = V ( k ) + ak( k ) ⋅ Δt （2）
Actual distance between two aircraft dk is de‑

fined as

dk = dk - 1 + (W - V k ) Δt - 1
2 ak ⋅ Δt 2 （3）

Considering the optimal arrival time and fuel 
consumption， the final goal of the separation alloca‑
tion strategy is to reduce the adjustment of aircraft 
acceleration， while minimizing the time delay of the 
ownship to reach the end point. Besides， the acceler‑
ation range [ amin，amax ] of the aircraft needs to be re‑
stricted to prevent aircraft speed adjustment from ex‑
ceeding its performance limit and ensure the feasibil‑
ity of the strategy. To ensure the conflict can be 
solved， it is necessary to calculate the shortest end 
distance Xn min， that is， the displacement of the own‑
ship in the process of decelerating from V 1 to W  
with amin

Fig.1　Following model coordinate system
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ì

í

î

ï
ïï
ï

ï
ïï
ï

X min = V 1 ⋅ Δt + 1
2 amin ⋅ Δt 2 = D + W ⋅ Δt - r

Δt = V 1 - W
amin

  （4）

1. 2 Cross‑conflict model　

Fig. 2 shows a cross-conflict model of two air‑
craft. The current route of the two aircraft is inter‑
sected at Xn. And there is a potential conflict risk， if 
the two aircraft continue to fly along their routes. 
Based on the assumptions made in the previous sec‑
tion， it is assumed that the ownship B and the de‑
signed aircraft A both fly based on the 4D flight 
path， and then the flight paths of the two aircraft are 
defined as

ì
í
îïï

xA( )k = xA( )0 + W cos θ × Δt

yA( )k = yA( )0 + W sin θ × Δt
(5)

ì
í
îïï

xB( )k = xB( )0 + V k cos θ × Δt

yB( )k = yB( )0 + V k sin θ × Δt
(6)

dk = [ ]xA( )k - xB( )k
2
+ [ ]yA( )k - yB( )k

2
(7)

where x ( 0 ) and y ( 0 ) represent the position of the 
aircraft at the initial time； x ( k ) and y ( k ) the posi‑
tion of the aircraft at state k； θ is the included angle 
between the flight route and true north direction.

As for the separation allocation at pre-tactical 
stage， distance is the standard to judge whether the 
two aircraft have a potential conflict risk［25］. There‑
fore， the relative distance between the two aircraft 
is used as an index to judge the conflict. It is as‑
sumed that the designed aircraft A is fixed， and the 
relative coordinate system is established with the 
ownship B as the origin. Thus， the position of the 
ownship B below the relative coordinate system is 

x͂ ( k )，y͂ ( k ). The coordinate transformation equation 
is as

ì
í
îïï

x͂B( )k = xB( )k - xA( )k

y͂B( )k = yB( )k - yA( )k
（8）

Then the ownship B flies along the straight line 
can be calculated as

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

y͂B( )k = λx͂B( )k + c

λ = V 1 sin θB - W sin θA

V 1 cos θB - W cos θA

c = y͂B( )k - λx͂B( )k

（9）

In the relative coordinate system， the conflict 
relationship between the two aircraft is transformed 
into the length between the shortest distance L of 
the two aircraft and the safety separation

L =
|| λx͂B( )k - y͂B( )k + c

λ2 + 1
（10）

Fig. 3 shows three positional relations between 
the shortest distance of two aircraft and the protec‑
tion area of designed aircraft， under the relative co‑
ordinate system. If L < r， there is a conflict； if 
L ≥ r， there is no conflict .

With regard to the optimal separation allocation 
model for the cross-conflict scenario， as shown in 
Fig.4， the positions of the two aircraft are projected 
in the true north direction. That means we just con‑
sider the velocity component of the true north direc‑
tion， which transforms the cross-conflict problem in‑
to the following conflict problem. And the velocity 
model proposed in the previous section is adopted to 
reallocate the safety separation of the two aircraft. 
Hence， the state equations of ownship B and the de‑
signed aircraft A are

Fig.2　Cross-conflict model

Fig.3　Positional relations of cross-conflict
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ì
í
îïï

xA( )k + 1 = xA( )k + V k cos θA × Δt

xB( )k + 1 = xB( )k + W cos θB × Δt
（11）

At time k， the projection of separation d 'k be‑
tween two aircraft can be calculated as

d 'k = || xA( )k - xB( )k （12）

2 Optimal Control Algorithm 

2. 1 Dynamic programming algorithm　

The optimal control problems of conflict free 
system generally involve a series of complex nonlin‑
ear differential equations， from which it is difficult 
to find the global optimal solution by traditional al‑
gorithms［26］. In this work， the dynamic program ‑
ming algorithm is introduced to discretize the contin‑
uous system in the light of time characteristics［27］. 
The solving process is that the optimal return func‑
tion fk，n( xk ) of each segment is gradually obtained 
from the terminal stage to the initial stage according 
to the constraints. In addition， since the initial state 
of the system is known， the optimal control law se‑
quence can be calculated step by step from front to 
back by bringing in the optimal return function［28-30］. 
In virtue of the fact that the dynamic programming 
algorithm separates the current state from the states 
of future segments， in addition to combining the cur‑
rent and future benefits， the decision of each seg‑
ment originates from the consideration of the current 
stage to the historical stage， and thus the global op‑
timal solution can be obtained［31］.

According to the basis of dynamic program ‑
ming， it has been concluded that the following re‑
quirements should be met for the establishment of 
the dynamic programming model：

（1） Divide the process into n segments （gener‑

ally in terms of time and space）.
（2） Determine the state variable xk that has no 

aftereffect.
（3） Determine the control variable ak.
（4） Determine the state transition equation

xk = Q k - 1 ( xk - 1,ak - 1 ) （13）
（5） Determine the return function Jk， which 

satisfies：
① A scalar function is defined on the whole 

process and all the preceding sub processes.
② The return function from stage k to stage n 

satisfies the recursive relationship
Jk,n = Jk( xk,ak ) + fk + 1,n( xk + 1 ) （14）

The best return function in stage k is
fk,n( xk ) = min [ Jk( xk,ak ) + fk + 1,n (Tk( xk,dk ) ) ]  （15）

where k represents the current stage； xk the time-

varying state variable of stage k； ak the control law 
of stage k； Jk the return function of stage k； fk，n  the 
best return function of the later sub process of 
stage k.

According to the above conditions and com ‑
bined with the time characteristics of the aircraft fol‑
lowing model， the reverse sequence solution of dy‑
namic programming is used to establish the optimal 
control model for the separation control［32］. The 
flight time of the ownship from the initial point to 
the terminal point is divided into stages， and its 
state number is given as

k = 1,2,…,n

The initial state is given as
ì
í
î

x 1 = x1( )t

ẋ 1( )t = V 1( )t
（16）

The end state is given as
ì
í
î

xn = xn( )t

ẋn( )t = V n( )t
（17）

The state equations are given as
ì
í
î

ïï
ïï

ẋ k( )t = V k( )t

V̇ k( )t = ak( )t
（18）

where the control law ak( t ) of each sub-stage is a 
function of time t， hence the solution of the control 
law in this work is actually to solve the extreme 
function of each sub stage.

Fig.4　Separation projection of cross-conflict
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The constraint set is given as
ì

í

î

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

V k = V 1 + ak( )t

V min ≤ V k( )t ≤ V max

amin ≤ ak( )t ≤ amax

2r - d ≤ 0,d > 0
V n ≤ W
W 2 - V 2

1

2amin
≤ Xn

（19）

where V max and V min are the upper and the lower 
bounds of the flight speed， respectively； amax and 
amin are the upper and the lower bounds of the flight 
acceleration， respectively.

The revenue function of the end stage is de‑
fined as

Jn - 1.n( xn,an ) = ρtn +∫
tn - 1

tn

|| an( )t dt （20）

where ρ is the time weighting coefficient， then the 
best return function in the end stage is given as

fn - 1,n( xn ) = min Jn,n （21）
In this research， the sequential quadratic pro‑

gramming algorithm （see Section 2.2 for details） is 
introduced to calculate the optimal control law 
a ∗

n - 1( t ) and optimal return function fn - 1，n( xn ) in 
stage （n - 1） to n， and then the optimal control 
law a ∗

n - 2( t ) in stage （n - 2） to n is determined. 
The state transition equation satisfies

xn = Q n - 1 ( xn - 1,an - 1 )= xn- 1 + V n - 1T +
0.5an - 1 ⋅ T 2                                  （22）

where T is the time interval from stage ( n - 1 ) to n. 
The total return function from stage ( n - 2 ) to n is

Jn - 2,n = Jn - 2( xn - 2,an - 2 ) + fn - 1,n( xn ) （23）
Based on Eqs.（17，18）， the optimal return 

function from ( n - 2 ) to n
fn - 2,n( xn - 2 ) = min [ Jn - 2( xn - 2,an - 2 ) +

                    fn - 1,n (Q n - 2( xn - 2,an - 2 ) ) ] （24）

In this way， recursion is exerted step by step， 
until there is an optimal revenue function from the 
initial stage to the end stage n
f1,n( x 1 ) = min [ J1( x 1,a1 ) + f2,n( Q 1 ( x 1,a1 ) ) ]    （25）

Substituing the initial state x1 into Eq. （25）， 
we obtain the optimal control law sequence 
［a ∗

1，a ∗
2，…，a ∗

n］ gradually from front to back.

2. 2 Sequential quadratic programming algo‑
rithm　

The dynamic programming algorithm only 
gives a set of necessary conditions for solving the op‑
timal control problem， but it is difficult for the dy‑
namic programming algorithm to obtain the analyti‑
cal solution for the model with complex constraints. 
Therefore， in order to calculate the optimal return 
function and the optimal control law at each stage， 
this work can only search for a numerical solution. 
For the optimal control problem with the con‑
strained control law， the mainstream numerical cal‑
culation methods include the interior-point penalty 
function algorithm and the sequential quadratic pro‑
gramming （SQP） algorithm.

Although the traditional interior-point penalty 
function method can deal with the optimal control 
problem with general inequality constraints， the 
Hessian matrix will deteriorate near the extreme 
point， which makes the calculations difficult to con‑
verge to a solution［33］. Therefore， SQP has been 
used to solve the optimal value for each stage， 
which has marked advantages in solving nonlinear 
functions with multivariable. This algorithm simu‑
lates Newton’s method while dealing with con‑
strained optimization problems. In each main itera‑
tion， the augmented Lagrange multiplier has been 
introduced to bring the constraint into the return 
function， that is， the constrained optimal control 
problem was transformed into an unconstrained non‑
linear extreme value problem， and the quasi-New‑
ton method is used to approximate the Hessian ma‑
trix of the Lagrange function. Then the matrix is 
used to generate the sub-problem of quadratic pro‑
gramming. The solution constitutes the search direc‑
tion of a 1D search process. The optimal control law 
is solved， and finally the optimal return function is 
obtained.

In regard of the above problems， the con‑
straints are brought into the return function

Jk,n =
é

ë

ê
êê
ê
ê
êJk ( xk,ak )+ ∑

i = 1

m

λi gi + ∑
j = 1

q

λj hj

ù

û

ú
úú
ú+ fk + 1( xk + 1 )

（26）
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where λi represents the Lagrangian multiplier； gi 
and hi represent the inequality and equality con‑
straints in Eq.（19）， respectively

ì

í

î

ï

ï

ï

ï

ï
ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

h1 = V 1 - V k + ak t
g1 = V k - V max

g2 = -V k + V min

g3 = ak - amax

g4 = amin - ak

g5 = d 1 +(W - V 1 ) t - 0.5ak t 2

g6 = 2r - g5

g7 = V n - W
g8 = W 2 - V 2

1 - 2amin X n

（27）

The Hessian matrix formula of the Lagrange 
equation is given as

H= ∇2 J ( x )+ ∑
i = 1

n

λi ∇2 gi ( x )+ ∑
j = 1

q

λi ∇2 hi ( x ) 

（28）
The iterative equation based on the Hessian 

matrix is given as

H a + 1 = H a + qaqT
a

qT
a Sa

- H T
a H a

ST
a H aSa

（29）

where

qa = ∇J ( xk + 1 )+ ∑
i = 1

n

λi ∇2 gi ( xk + 1 )+

∑
j = 1

m

λi ∇2 hi ( xk + 1 )-

    
é

ë

ê
êê
ê
ê
ê∇J ( xk )+ ∑

i = 1

n

λi ∇2 gi ( xk )+ ∑
j = 1

m

λi ∇2 hi ( xk )
ù

û

ú
úú
ú

   （30）
Sk=xk+1-xk （31）

The specific steps of the algorithm are given as 
follows.

Algorithm： DP-SQP combined algorithm
Input： x1；xn；a0；t0；W；V 1

Output： Jk，n，fk，n，a ∗
k，tn，d，V

Initial= Set（x1；xn；a0；t0；r；W；V 1；d 1）

For ( )k = n，n = tn

T
；k > 0；k --  do

fk，n( xk ) = min (éëêêêêJk，n = Jk ( xk，ak )+ ∑
i = 1

m

λi gi +

                             )ù

û

ú
úú
ú∑

j = 1

q

λj hj + fk + 1( )xk + 1 ；

End for
For （k = 1；k < n；k + +） do

Bring xk into fk，n( xk ) and solve a ∗
k + 1，xk + 1

End for
Final
According to the above pseudo code， when the 

dynamic programming algorithm meets the optimal 
substructure conditions， an optimal sub-tree con‑
tains n states， and ( n - 1 ) times of extreme value 
functions need to be calculated. When calculating 
the optimal return function and optimal control law 
of each state， the sequential quadratic programming 
algorithm needs to be used for iteration， and its al‑
gorithm complexity is O ( N ). Therefore， the time 
complexity of the algorithm in this research can be 
expressed as O ( N 2 ).

Fig. 5 shows the iterative curve of the optimal 
return function at the end distance Xn = 30 km. 
Each stage of the iteration adopts the sequential qua‑
dratic programming algorithm to solve the optimal 
value.  The iterative process of the return function is 
stable without oscillations and breakpoints.

3 Verification of Separation Con‑
trol Strategy 

3. 1 Algorithm feasibility verification　

To verify the feasibility of the proposed com ‑
bined algorithm， we adopt the following conflict 
model as a typical example， and simulateit by 
MATLAB. According to the aircraft kinematic con‑
straints specified in Base of Aircraft Data （BADA）［34］ 
documents， the selected model parameters are 
shown in Table 1. According to Eq.（5）， the mini‑
mum end distance is 19.17 km. Therefore， as 

Fig.5　Objective function iterative curve
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shown in Table 1， this research designed six groups 
of following conflict cases to discuss the influence of 
diverse end distances on optimal separation alloca‑
tion strategy. Compared with the traditional interior 
point method， the simulation results verify the supe‑
riority of this algorithm.

Fig. 6 shows the arrival time curves under dif‑
ferent end distances. The blue asterisk and black 
rectangle mark the arrival time for the end point， 
which is calculated by the traditional interior point 
method and the combined algorithm， respectively. 
The red circle mark the estimated time of arrival 
（ETA） time of ownship， that is， the expected arriv‑
al time of ownship at the end point while maintain‑
ing the original flight speed. When the end distance 
is Xn=20 km as can be seen from Fig. 7， since the 
buffer distance for separation control is relatively 
short， it is necessary to adopt a larger control law to 
adjust the speed of ownship. Therefore， there is not 
much difference between tn and ETA in this case. 
The buffer distance for the speed regulation of the 
ownship has been extended as the end distance has 
increased， and the arrival time delay caused by the 
speed regulation has gradually appeared. The time 
delay is positively correlated with the end distance， 
especially when the end distance exceeds 50 km. As 
shown in Fig.7， if the buffer distance is long 
enough， there is a lower limit to acceleration under 
the restrict of safety separation. After the ownship 
adjusts its speed to match that of the designed air‑
craft with the minimum acceleration， it can only 
continue to move at this speed until it reaches the 
end point. The simulation results show that on the 
premise of ensuring aircraft flight safety， the calcula‑
tion results accord with the objective change law of 
implementing the separation control strategy.

Table 2 shows the comparison of simulation re‑
sults between DP-SQP and the interior-point algo‑
rithm. It can be seen that the DP-SQP algorithm 
takes less time to reach the specified end point than 
the traditional interior-point method. And this advan‑
tage becomes more obvious as the end distance in‑
creases. The delay time td is defined as the differ‑
ence between the end point arrival time tn and ETA 
of the ownship. When the end distance is Xn =
20 km， the delay time td of the two algorithms is al‑
most the same. As the increase of the end distance， 
for instance Xn = 70 km， the delay time of com ‑
bined algorithm is only 54.52% of that of the interi‑
or-point method. In addition， while the maximum 
acceleration of the both algorithms reaches 0.4 m/s2 
under the condition of Xn = 20 km， the combined al‑
gorithm has obvious advantages in solving the pa‑
rameters such as the optimal arrival time and the op‑
timal control law under the medium distance condi‑
tions.

In order to discuss the difference between the 
optimal separation allocation strategy of the two al‑
gorithms， Fig 8 shows acceleration curves of the 
two optimal control algorithms under the same end 

Fig.6　End time-end distance curves

Table 1　Model parameters

Parameter
Aircraft type

Initial speed of designed aircraft W/(m·s-1)
Initial speed of ownship aircraft V 1/(m·s-1)

Initial acceleration of ownship aircraft a1/(m·s-2)
Ownship flight speed V/(m·s-1)
Ownship acceleration a/(m·s-2)

Initial separation between aircrafts d1/m
Reserve area radius r/m

Value
A320
222
236

0
[236±45]

[−0.5,0.5]
13 000
10 000

Fig.7 Control law-end distance curves
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distance conditions. From the acceleration curves， 
we can find that there are distinct differences be‑
tween the two optimal control algorithms in terms 
of the separation control strategies. DP-SQP com‑
bined algorithm adjusts the speed with a small accel‑
eration in the initial stage， and then gradually in‑
creases until the terminal stage， while the tradition‑
al interior point method adjusts the speed with the 
maximum acceleration in the initial stage of the sepa‑
ration control， and then gradually decreases until 
the end stage. Based on passenger comfort require‑
ments and actual flight conditions， the speed regula‑
tion strategy of the combined algorithm will not 
cause a surge of speed in a short period of time， 
which is more reasonable.

3. 2 Simulation of following conflict　

The variation characteristics of the control law 
of the optimal separation allocation algorithm has 
been further investigated under different end distanc‑
es. The separation allocation scenarios are set as 
Xn = 20 km，Xn = 40 km and Xn = 60 km， which 
correspond to short distance， medium distance and 
long distance respectively. And the acceleration and 

speed curves of the ownship are discussed in the fol‑
lowing conflict scenarios， as well as the variation 
law of the separation with time.

Figs.9， 10 are time-varying curves of the accel‑
eration and the speed for the ownship corresponding 
to the three end distances. As shown in Fig. 9， the 
acceleration of the ownship under every end distance 
shows a trend of growing with time， but the growth 
trend is more visible as the end distance increases， 
and the maximum acceleration is significantly nega‑
tively correlated with the terminal distance. In partic‑
ular， for Xn = 60 km， the acceleration control of 
ownship does not last from initial time to end time. 
In the speed curves of Fig.10， it can be seen that 
when the ownship decelerates to 222 m/s （i. e. the 
same speed as designed aircraft）， it will continue to 
fly at a constant speed until it has passed the end 
point. Therefore， under the constraint of the safety 
distance， the ownship will adjust its speed from the 
initial speed V 1 to W  at the minimum acceleration to 
ensure a safe flight. The final speed of ownship is re‑
duced to 222 m/s whether the end distance is short， 
medium or long.

Fig.9　Control law curves with time under different end dis‑
tances

Table 2　Comparison of the results of two optimal control algorithms

Xn/km

20
30
40
50
60
70

ETA

85.11
127.65
170.21
211.86
254.23
296.61

DP‑SQP
tn /s

87.68
131.36
174.46
217.14
261.24
305.08

Delay time td/s
2.57
3.71
4.25
5.28
7.01
8.47

Δamax/(m·s-2)
-0.39
-0.30
-0.21
-0.12

-0.096
-0.096

J(x)
212.68
258.45
280.69
280.02
334.48
392.87

Interior‑point
tn/s

87.35
132.01
176.46
223.07
268.27
312.65

Delay time td/s
2.24
4.36
6.25

11.21
14.04
16.04

Δamax/(m·s-2)
-0.40
-0.39
-0.36

0.31
-0.25
-0.19

J(x)
222.35
303.56
370.83
416.47
454.76
486.87

Fig.8　Comparison of two algorithms for optimal control 
law curves
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As shown in Fig. 11， the separation between 
two aircraft varies with time under different end dis‑
tances. The comparison of the end distance condi‑
tions indicates all the separation curves reach 10 km 
at the end points， which is the minimum separation 
for pairs of aircraft to maintain a safe flight. More‑
over， separation curves tend to be horizontal near 
the end point， which signifies that the speed of the 
ownship is almost the same as the designed aircraft 
near the end point. In addition， when Xn = 60 km， 
the ownship keeps the minimum safety separation 
before reaching the end point. It shows that there ex‑
ists a limit control law for the speed adjustment 
strategy under the constraint of the model constraint 

set. Therefore， when the ownship has been adjusted 
to the desired speed by the limit control law， the de‑
sired speed will be maintained until the terminal 
point is reached.

If the number of separation control state n is 
too small， it will affect the reliability of the simula‑
tion results； on the contrary， if n are too large， it 
will increase the unnecessary calculation quantity. 
Table 3 shows the numerical results for different n 
values. We can find that the calculation results tend‑
ed to be stable at n = 100. Considering the efficien‑
cy of numerical calculation and the accuracy of re‑
sults， this work selects n = 100 as the number of in‑
terval control process.

3. 3 Simulation of cross‑conflict　

This section analyzes the availability of the 
crossing separation allocation model in the actual op‑
eration environment under different included angle 
of air routes. θA = 30° is set as the angle between 
the route of the designed aircraft and the true north 
direction. The included angle between the route of 
the ownship and the true north direction is represent‑
ed by θB. The control variable is introduced for de‑
scribing the relevant data of the cross-conflict mod‑

el. Three groups of cross-conflict simulation with in‑
cluded angles θB = 0°，θB = 15°，θB = 30°（corre‑
sponding to the cross-conflict scenarios where the 
cross angles is 30°， 45° and 60°， respectively） are 
performed. The simulation parameters are summa‑
rized in Table 4. Like the simulation of aircraft fol‑
lowing model， the selection of kinematic parame‑
ters is shown in Table 1. Given the end distance 
Xn = 40 km， the relevance between the optimal con‑
trol law and the included angle of the route are veri‑
fied by the cross-conflict simulation.

Fig.11　Variation curves of separation between two aircraft 
with time under different end distance conditions

Fig.10　Speed variation curves with time under different end 
distances

Table 3　n‑value independence verification

Total number of state n
75

100
150
200

End distance/km
40
40
40
40

Arrival time/s
179.53
174.47
174.47
174.47

Acceleration adjustment /(m·s-2)
-0.28
-0.21
-0.21
-0.21

Calculation time/s
5.16
6.21
6.78
7.45
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In order to verify the separation allocation algo‑
rithm of the cross-conflict， as shown in Fig.12， ac‑
celeration of the ownship is used as the control law 
to solve the optimal separation adjustment strategy 
under different included angles. It can be seen that 
the ownship faces a greater loss of speed with the in‑
crease of the included angle θB between the ownship 
route and the true north direction， caused by the pro‑
jection of the local aircraft， which directly reduces 
the severity of the conflict. Therefore， when θB is 
large， a relatively minor acceleration is required for 
speed adjustment to effectively avoid conflicts. The 
curves of the projection separation d ' and the actual 
separation d of the pairs of aircraft are shown in 
Figs.13，14， respectively.

It can be seen from the projection separation 
curves of the pairs of aircraft that the projection sep‑
aration can eventually converge to the minimum 
safety separation under various cross angles. From 
Fig. 14， it can be concluded that the actual separa‑
tion curves start to rise after reaching the minimum 
safety separation， and the minimum value of the ac‑
tual separation is within the safety range. In addi‑
tion， although the combined algorithm does not 
maintain the actual separation at the minimum safe‑
ty separation， it can still avoid potential conflicts ef‑
fectively. It can be concluded that this algorithm can 

adapt to cross-conflicts with various included an‑
gles， but it has more obvious advantages in resolv‑
ing conflicts with a larger included angle.

4 Conclusions 

The optimal separation allocation problem of a 
continuous system based on 4D flight trajectories 
has been transformed into a class of multi-stage opti‑
mal policy decision problems.

（1） With regard to aircraft flying along 4D 
mensional trajectoryies， a conflict detection model 
based on the conflict protection area is proposed， 
and on this basis， the aircraft-following model and 
the cross-conflict model are established to mathe‑
matically describe the movement of pairs of aircraft 
in the conflict process.

Table 4　Simulation parameters

Included angle θ/ (° )
0

15
30

Initial XA

(50,14.43)
(50, 14.43)
(50, 14.43)

Initial XB

(35,0)
(35,10.72)
(35,23.10)

End point Xn

(75,0)
(75,0)
(75,0)

Initial separation d1'/m
15 000
15 000
15 000

Fig.12　Control law curves with time under different includ‑
ed angles

Fig.13　Projection separation curves with time under differ‑
ent included angles

Fig.14　Actual separation curves with time under different 
included angles
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（2） A DP-SQP combined optimization algo‑
rithm is proposed to adopt the speed adjustment 
strategy. The combined algorithm is used to opti‑
mize the multi-objective function for the shortest 
time delay and the minimum control law adjustment 
of the ownship. Comparative simulative analysis of 
the combined algorithm and the traditional algo‑
rithm has been conducted， and the results show that 
the combined algorithm has obvious superiority.

（3） The relationships between the end distance 
and the following separation allocation strategy， as 
well as the relationships between the included angle 
and the cross separation allocation strategy are dis‑
cussed. Results from the simulated cases show that 
the the following separation allocation strategy and 
the cross separation allocation strategy can avoid po‑
tential conflicts effectively. In addition， the separa‑
tion allocation strategy has a better result in case of 
a medium distance and a large included angle.

In this work， only the pairs of aircraft conflict 
scenarios have been studied. Future work will ad‑
dress the problem of separation allocation under the 
conditions of multi-aircraft following and cross-con‑
flicts.
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基于全局优化算法的航空器最优间隔配置

任宣铭 1， 汤新民 1，2

（1. 南京航空航天大学民航学院, 南京  211106,中国；

2. 中国民航大学交通科学与工程学院, 天津  300300， 中国）

摘要：针对传统连续控制方法在计算多变量冲突解脱时计算复杂度高，并且易陷入局部最优解的问题，提出了一

种动态规划‑序列二次规划的组合算法（Dynamic programming‑sequential quadratic programming， DP‑SQP）。动

态规划算法用以根据航空器间隔模型的时间特性将冲突解脱的决策过程离散为一系列易于求解的子阶段，并从

初始阶段逐段递推至最终阶段解出全局最优解；针对各子阶段采用序列二次规划算法求解最优值函数以及最优

控制律。通过设计与传统算法的对比仿真，验证了组合算法的优越性。通过设计跟驰和交叉冲突仿真实例验证

了组合算法对于不同冲突场景的适应性。仿真结果表明组合算法的间隔配置策略在中短距离以及较大航路夹

角的情况下，能够保证两机间隔维持在最小安全间隔以上，并具有较好的间隔配置结果。

关键词：最优间隔分配；序列二次规划；动态规划；全局最优控制；最优控制律
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