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#### Abstract

Non-convex methods play a critical role in low-rank tensor completion for their approximation to tensor rank is tighter than that of convex methods. But they usually cost much more time for calculating singular values of large tensors. In this paper, we propose a double transformed tubal nuclear norm (DTTNN) to replace the rank norm penalty in low rank tensor completion (LRTC) tasks. DTTNN turns the original non-convex penalty of a large tensor into two convex penalties of much smaller tensors, and it is shown to be an equivalent transformation. Therefore, DTTNN could take advantage of non-convex envelopes while saving time. Experimental results on color image and video inpainting tasks verify the effectiveness of DTTNN compared with state-of-the-art methods.
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## 0 Introduction

Low rank tensor completion (LRTC) aims at completing the whole tensor through mining hidden information from visual positions for further tasks, such as color image inpainting, video recovery, hyperspectral image reconstruction, recommender system, etc. LRTC constraints low rank property on the target tensor. However, unlike matrix, tensor rank doesn' $t$ have a unified definition. CP-rank, tucker rank, and tubal rank are the popular definitions used widely. Although there are various tensor rank definitions, the same as matrix rank, they are all NP-hard to solve directly. Hence, researchers usually convert to find convex or concave envelopes of the rank norm. Zhang et al. found a convex envelope named tensor nuclear norm (TNN) ${ }^{[1]}$ based on tensor singular value decomposition (T-SVD), which is similar to matrix nuclear norm, and
achieve great success in tensor completion tasks. Other researchers further extended TNN to concave cases, such as Wu et al. ${ }^{[2]}$ applied Laplace function to tensor singular values, Shi et al. ${ }^{[3]}$ used LogDet function to replace nuclear norm function, Kong et al. ${ }^{[4]}$ extended nuclear norm to Schatten $-q$ norm with $0<q<1$, etc. But these methods often correspond with high time-consumption, because of the T-SVD operation on large tensors. To solve this problem, we transfer to factorization methods. In matrix case, Shang et al. ${ }^{[5]}$ proposed a low rank matrix completion model based on matrix factorization, which factorizes the original large matrix into two small matrices. Hence, the original SVD on large matrix is converted to two much smaller matrices, and this operation saves a lot of time. Inspired by this success application, we consider extending this approach to tensor case.

[^0]
## 1 Notations, Preliminaries and Related Work

### 1.1 Notations and preliminaries

In this paper, we mainly focus on the field of 3order complex tensors denoted as $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$. Table 1 demonstrates the commonly used symbols. Tensors and matrices are denoted by handwritten letters and italic capital letters respectively.

Definition $1 \boldsymbol{\Phi}$-product ${ }^{[6]}$ The $\boldsymbol{\Phi}$-product of $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ and $\mathcal{B} \in \mathbb{C}^{n_{2} \times n_{4} \times n_{3}}$ is a tensor $\mathcal{C} \in \mathbb{C}^{n_{1} \times n_{4} \times n_{3}}$, which is given by

$$
\begin{align*}
\mathcal{C}= & \mathcal{A} \diamond_{\Phi} \mathcal{B}= \\
& \left(\operatorname{fold}\left(\operatorname{bdiag}\left(\mathcal{A}_{\Phi}\right) \operatorname{bdiag}\left(\mathcal{B}_{\boldsymbol{\Phi}}\right)\right)\right)_{\boldsymbol{\Phi}^{\mathrm{H}}}= \\
& \left(\operatorname{fold}\left(\hat{A}_{\Phi} \hat{B}_{\Phi}\right)\right)_{\Phi^{\mathrm{H}}} \tag{1}
\end{align*}
$$

Definition 2 Unitary tensor A tensor $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ is called unitary tensor if satisfying $\mathcal{A} \diamond_{\Phi} \mathcal{A}^{\mathrm{H}}=\mathcal{A}^{\mathrm{H}} \diamond_{\Phi} \mathcal{A}=\mathcal{I}$, where $\mathcal{I}$ is the identity tensor.

Definition 3 Transformed tubal nuclear norm
(TTNN) ${ }^{[6]}$ The transformed tubal nuclear norm of a tensor $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$, denoted as $\|\mathcal{A}\|_{\text {TTNN }}$, is the sum of the nuclear norm of all the frontal slices of $\mathcal{A}_{\boldsymbol{\phi}}$

$$
\begin{equation*}
\|\mathcal{A}\|_{\text {TTNN }}=\sum_{i=1}^{n_{3}}\left\|\mathcal{A}_{\boldsymbol{\Phi}}{ }^{i}\right\|_{*} \tag{2}
\end{equation*}
$$

Theorem 1 Tensor singular value decomposition (T-SVD) $)^{[6]} \quad$ Suppose that $\mathcal{X} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$, then $\boldsymbol{\mathcal { X }}$ can be factorized as follows

$$
\begin{equation*}
\mathcal{X}=\mathcal{U} \diamond_{\Phi} \mathcal{S} \diamond_{\Phi} \mathcal{V}^{\mathrm{H}} \tag{3}
\end{equation*}
$$

where $\mathcal{U} \in \mathbb{C}^{n_{1} \times n_{1} \times n_{3}}, ~ \mathcal{V} \in \mathbb{C}^{n_{2} \times n_{2} \times n_{3}}$ are unitary tensors, and $\mathcal{S} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ is a diagonal tensor (the frontal slices of its transformed form $\mathcal{S}_{\mathscr{\Phi}}$ are diagonal matrices). The proof is constructed and the computation of $\mathrm{T}^{-S V D}$ is shown in the Algorithm of $\mathrm{T}^{-}$ SVD as follows.

Algorithm of $\mathrm{T}^{-} \mathrm{SVD}^{[6]}$
Input: $\mathcal{X} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}, \boldsymbol{\Phi} \in \mathbb{C}^{n_{3} \times n_{3}}$
(1) Compute transformed tensor $\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}$
(2) for $i=1,2, \cdots, n_{3}$ do
(3) $[\boldsymbol{U}, \boldsymbol{S}, \boldsymbol{V}]=\operatorname{SVD}\left(\mathcal{X}_{\boldsymbol{\Phi}}{ }^{i}\right)$;

Table 1 Basic notations

| Notation | Field | Description |
| :---: | :---: | :---: |
| $\mathcal{A}$ | $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ | A 3-order tensor |
| $\mathcal{A}_{i j k}$ | $\mathbb{C}$ | The ( $i, j, k$ )-th entry of $\mathcal{A}$ |
| $\langle\mathcal{A}, \mathcal{B}\rangle$ | $\mathbb{C}$ | The inner product between $\mathcal{A}$ and $\mathcal{B},\langle\boldsymbol{\mathcal { A }}, \boldsymbol{\mathcal { B }}\rangle=\sum_{i, j, k}\left(\mathcal{A}_{i j k}^{\mathrm{H}} \mathcal{\mathcal { B }}_{i j k}\right)$ |
| $\\|\mathcal{A}\\|_{\mathrm{F}}$ | $\mathbb{C}$ | The Frobenius norm of $\mathcal{A},\\|\mathcal{A}\\|_{\mathrm{F}}=\sqrt{\langle\boldsymbol{\mathcal { A }}, \mathcal{A}\rangle}$ |
| $\mathcal{A}^{i}$ | $\mathbb{C}^{n_{1} \times n_{2}}$ | The $i$-th frontal slice $(\mathcal{A}(:,:, i))$ of $\mathcal{A}$ |
| $\hat{A}=\operatorname{bdiag}(\mathcal{A})$ | $\mathbb{C}^{n_{1} n_{3} \times n_{2} n_{3}}$ | A block diagonal matrix with each diagonal element being $\mathcal{A}^{i}$ |
| fold $(\hat{A})=\mathcal{A}$ | $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ | The inverse operation of $\operatorname{bdiag}(\mathcal{A})$ |
| $A=\operatorname{unfold}(\mathcal{A})$ | $\mathbb{C}^{n_{3} \times n_{1} n_{2}}$ | The unfolded tensor of $\boldsymbol{\mathcal { A }}$ in the third dimension with the columns of $\boldsymbol{A}$ being the tubes $(\mathcal{A}(i, j,:))$ of $\mathcal{A}$ |
| tensor $(\boldsymbol{A})=\mathcal{A}$ | $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ | The inverse operation of unfold $(\mathcal{A})$ |
| $\boldsymbol{\Phi}$ | $\mathbb{C}^{n_{3} \times n_{3}}$ | A unitary transform matrix with $\boldsymbol{\Phi} \boldsymbol{\Phi}^{\mathrm{H}}=\boldsymbol{\Phi}^{\mathrm{H}} \boldsymbol{\Phi}=I$ |
| $\mathcal{A}_{\boldsymbol{\Phi}}=$ tensor $(\boldsymbol{\Phi} A)$ | $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ | The transformed tensor was obtained by multiplying $\boldsymbol{\Phi}$ to the third dimension of $\boldsymbol{\mathcal { A }}$, and $\mathcal{A}=\left(\mathcal{A}_{\boldsymbol{\mathscr { D }}}\right)_{\boldsymbol{\Phi}^{\mathrm{H}}}$ |
| $\mathcal{A}^{\mathrm{H}}$ | $\mathbb{C}^{n_{2} \times n_{1} \times n_{3}}$ | The tensor conjugate transpose obtained by fold ( $\left.\hat{\boldsymbol{A}}_{\boldsymbol{\Phi}}^{\mathrm{H}}\right)$ |
| $\mathcal{I}$ | $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ | The identity tensor with each $\mathcal{I}_{\boldsymbol{\Phi}}{ }^{i}$ being identity matrix |
| $\\|\cdot\\|_{*}$ | $\mathbb{C}$ | The matrix nuclear norm |

(4) $\mathcal{U}_{\boldsymbol{\Phi}}{ }^{i}=U, \mathcal{S}_{\Phi}{ }^{i}=S, \mathcal{V}_{\boldsymbol{\Phi}}{ }^{i}=V$;
(5) end for

Output:
$\mathcal{U} \in \mathbb{C}^{n_{1} \times n_{1} \times n_{3}}, \mathcal{S} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}, \quad \mathcal{V} \in \mathbb{C}^{n_{2} \times n_{2} \times n_{3}}$.
Definition 4 Tensor tubal multi-rank, tubal rank and sum rank, m-rank, t-rank, and s-rank ${ }^{[7]}$ Given a tensor $\boldsymbol{\mathcal { X }} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}, \operatorname{mrank}(\boldsymbol{X})$ is a vec ${ }^{-}$ tor with its $i$-th entry being the rank of the $i$-th frontal slice of $\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}} . \mathrm{t}-\mathrm{rank}(\boldsymbol{\mathcal { X }})$ is defined as the max value of frontal slices rank of $\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}$ or described by the diagonal tensor $\mathcal{S}$ calculated in T-SVD. srank $(\boldsymbol{\mathcal { X }})$ is the rank sum of all frontal slices of $\boldsymbol{\mathcal { X }}_{\boldsymbol{\phi}}$. m-rank $=$ $\left[\operatorname{rank}\left(\mathcal{X}_{\boldsymbol{\Phi}}{ }^{1}\right), \operatorname{rank}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{2}\right), \cdots, \operatorname{rank}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{{ }^{n_{3}}}\right)\right], \mathrm{t}^{-}$ $\operatorname{rank}(\boldsymbol{\mathcal { X }})=\#\{i: \mathcal{S}(i, i,:) \neq 0\}=\max \left(\operatorname{rank}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{j}\right)\right)$, s rank $(\boldsymbol{\mathcal { X }})=\sum_{j=1}^{n_{3}} \operatorname{rank}\left(\mathcal{X}_{\boldsymbol{\phi}}{ }^{j}\right), \quad$ where $\quad i=1,2, \cdots$, $\min \left(n_{1}, n_{2}\right) ; j=1,2, \cdots, n_{3}$ and $\operatorname{rank}(\cdot)$ represents the matrix rank.

### 1.2 Related work

LRTC is proposed under the assumption that the data has a low rank attribute ${ }^{[8]}$. Given a tensor $\mathcal{D} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$, the low-rank tensor completion $\bmod ^{-}$ el is described as follows

$$
\begin{aligned}
& \quad \min _{\mathcal{L}} \operatorname{rank}(\mathcal{L}) \\
& \text { s.t. } \mathcal{P}_{\Omega}(\mathcal{L})=\mathcal{P}_{\Omega}(\mathcal{D})
\end{aligned}
$$

where $\mathcal{L}$ is the completed result, $\mathcal{D}$ the observed tensor and $\mathcal{P}_{\Omega}(\cdot)$ the projection operation, in which the entries in $\Omega$ indicate the observed values and missing values otherwise. However, directly solving the rank norm minimization problem is NP-hard. Therefore, the rank norm penalty is usually $\mathrm{re}^{-}$ leased to its envelopes. Using the tensor tubal rank defined in Definition 4, Song et al. ${ }^{[6]}$ proved that transformed tensor nuclear norm (TTNN) is a convex envelope of the sum of the elements of the tensor tubal multi-rank over a unit ball of the tensor spectral norm ${ }^{[6]}$. And they proposed the LRTC model based on TTNN

$$
\begin{gather*}
\min _{\mathcal{L}}\|\mathcal{L}\|_{\mathrm{TTNN}}=\min _{\mathcal{L}} \sum_{i=1}^{n_{3}}\left\|\mathcal{L}_{\boldsymbol{\Phi}}{ }^{i}\right\|_{\boldsymbol{w}}= \\
\min _{\mathcal{L}} \sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, n_{2}\right)} \sigma_{j}\left(\mathcal{L}_{\boldsymbol{\Phi}}{ }^{i}\right) \\
\text { s.t. } \mathcal{P}_{\Omega}(\boldsymbol{\mathcal { L }})=\mathcal{P}_{\Omega}(\boldsymbol{\mathcal { D }}) \tag{4}
\end{gather*}
$$

It's worth noting that TTNN is under a unitary transform matrix $\boldsymbol{\Phi}$, when $\boldsymbol{\Phi}$ is a discrete Fourier transform (DFT) matrix, TTNN is converted to the $\mathrm{TNN}^{[1]}$.

When the tensor only has two dimensions, LRTC is degraded into low rank matrix completion (LRMC). To solve the highly time-consuming problem in the matrix case, Shang et al. ${ }^{[5]}$ proposed a matrix factorization method: Double nuclear norm ( $\mathrm{D}^{-N}$ ), and applied it to the LRMC problem

$$
\begin{array}{cc}
\min _{U, V} \frac{1}{2}\left(\|U\|_{*}+\|V\|_{*}\right)  \tag{5}\\
\text { s.t. } & \mathcal{P}_{\Omega}(L)=\mathcal{P}_{\Omega}(D), L=U V^{\mathrm{H}}
\end{array}
$$

which motivates us to extend this factorization mind to the tensor case.

## 2 Double Transformed Tubal Nuclear Norm

Since the TTNN noted in Section 1.2 is the convex envelope of tensor sum rank, in this section, we extend TTNN to non-convex envelope fields. We first define the transformed tensor Schatten $-q$ norm $\left(\mathrm{TT}^{-} S_{q}\right)$ under the transform matrix $\boldsymbol{\Phi}$ distinguishing from the DFT matrix used in Ref. [4]. After that, inspired by the $\mathrm{D}^{-} \mathrm{N}^{[5]}$ in the matrix case, we propose a DTTNN and prove its equivalence with $\mathrm{TT}-S_{\frac{1}{2}}$ under minimum optimization problem.

Definition 5 TT- $S_{q}$ Given a tensor $\mathcal{X} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}} \quad$ with $\quad \mathrm{t}-\mathrm{rank}(\boldsymbol{X})=r \leqslant \min \left(n_{1}, n_{2}\right)$, TT- $S_{q}(0<q<\infty)$ is defined as

$$
\begin{equation*}
\|\boldsymbol{\mathcal { X }}\|_{\text {TT-S } S_{q}}:=\left(\sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, n_{2}\right)} \sigma_{j}^{q}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{i}\right)\right)^{\frac{1}{q}} \tag{6}
\end{equation*}
$$

where $\sigma_{j}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{i}\right)$ denotes the $j$-th singular value of $\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{i}, \boldsymbol{\Phi}$ the any unitary matrices, including discrete Fourier transform matrix ${ }^{[4]}$, wavelet transform matrix ${ }^{[6]}$, cosine transform matrix ${ }^{[9]}$, and data-based transform matrix ${ }^{[6]}$.

Definition 6 DTTNN Given a tensor $\boldsymbol{\mathcal { X }} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ with $\mathrm{t}-\mathrm{rank}(\boldsymbol{\mathcal { X }})=r \leqslant d$ ( $d$ is the estimated tubal rank), we decompose it into two factor tensors $\mathcal{U} \in \mathbb{C}^{n_{1} \times d \times n_{3}}$ and $\mathcal{V} \in \mathbb{C}^{n_{2} \times d \times n_{3}}$ such that $\mathcal{X}=$ $\mathcal{U} \diamond_{\Phi} \mathcal{V}^{\mathrm{H}}$. Then the DTTNN is defined as

$$
\begin{equation*}
\|\boldsymbol{\mathcal { X }}\|_{\text {DTTNN }}:=\min _{\boldsymbol{U}, \mathcal{V}} \frac{1}{4}\left(\|\boldsymbol{U}\|_{\text {TTNN }}+\|\boldsymbol{V}\|_{\text {TTNN }}\right)^{2} \tag{7}
\end{equation*}
$$

Theorem 2 DTTNN is equivalent to the TT-Schatten-1/2 norm. i.e.

$$
\begin{equation*}
\|\boldsymbol{\mathcal { X }}\|_{\mathrm{DTTNN}}=\|\boldsymbol{\mathcal { X }}\|_{\mathrm{TT}_{\mathrm{T}-S_{V 2}}} \tag{8}
\end{equation*}
$$

To prove Theorem 2, we first demonstrate the following Lemma.

Lemma 1 Given two tensors $\mathcal{U} \in \mathbb{C}^{n_{1} \times d \times n_{3}}$ and $\mathcal{V} \in \mathbb{C}^{n_{2} \times d \times n_{3}}$ and let $q>0$, then the following inequality holds for the decreasing ordered singular values of each frontal slice of $\mathcal{X}=\mathcal{U} \diamond_{\Phi} \mathcal{V}^{\mathrm{H}}, \mathcal{U}$ and $\mathcal{V}$.

$$
\begin{equation*}
\sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, n_{2}, d\right)} \sigma_{j}^{q}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{i}\right) \leqslant \sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, n_{2}, d\right)} \sigma_{j}^{q}\left(\boldsymbol{\mathcal { U }}_{\boldsymbol{\Phi}}{ }^{i}\right) \sigma_{j}^{q}\left(\boldsymbol{\mathcal { V }}_{\boldsymbol{\Phi}}{ }^{i}\right) \tag{9}
\end{equation*}
$$

## Proof

$$
\begin{aligned}
\sum_{i}^{n_{3}} & \sum_{j}^{\min \left(n_{1}, n_{2}, d\right)} \sigma_{j}^{q}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{i}\right)=\sum_{k}^{n_{3} \min \left(n_{1}, n_{2}, d\right)} \sigma_{k}^{q}\left(\hat{\boldsymbol{X}}_{\boldsymbol{\Phi}}\right)= \\
& \sum_{k}^{n_{3} \min \left(n_{1}, n_{2}, d\right)} \sigma_{k}^{q}\left(\hat{U}_{\boldsymbol{\Phi}} \hat{\boldsymbol{V}}_{\boldsymbol{\Phi}}^{\mathrm{H}}\right) \leqslant \\
& \sum_{k}^{n_{3} \min \left(n_{1}, n_{2}, d\right)} \sigma_{k}^{q}\left(\hat{\boldsymbol{U}}_{\boldsymbol{\Phi}}\right) \sigma_{k}^{q}\left(\hat{\boldsymbol{V}}_{\boldsymbol{\Phi}}^{\mathrm{H}}\right)= \\
& \sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, 2_{2}, d\right)} \sigma_{j}^{q}\left(\hat{\boldsymbol{U}}_{\boldsymbol{\Phi}}{ }^{i}\right) \sigma_{j}^{q}\left(\hat{\boldsymbol{V}}_{\boldsymbol{\Phi}}{ }^{i}\right)
\end{aligned}
$$

where the inequality in the proof follows from Ref. [10] (Theorem 3.3.14).

Proof of Theorem 2 Since $\mathcal{X}=\mathcal{U} \diamond_{\Phi} \mathcal{V}^{H}$, where $\mathcal{U} \in \mathbb{C}^{n_{1} \times d \times n_{3}}$ and $\mathcal{V} \in \mathbb{C}^{n_{2} \times d \times n_{3}}$, we have

$$
\begin{aligned}
& \|\boldsymbol{\mathcal { X }}\|_{T T-S_{V / 2}}^{1 / 2}=\sum_{i}^{n_{s}} \sum_{j}^{\min \left(n_{1}, n_{2}, d\right)} \sigma_{j}^{\frac{1}{2}}\left(\boldsymbol{\mathcal { X }}_{\boldsymbol{\Phi}}{ }^{i}\right) \leqslant \\
& \sum_{i}^{n_{S}} \sum_{j}^{\min \left(n_{1}, n_{2}, d\right)} \sigma_{j}^{\frac{1}{2}}\left(\boldsymbol{\mathcal { U }}_{\boldsymbol{\Phi}}{ }^{i}\right) \sigma_{j}^{\frac{1}{2}}\left(\boldsymbol{\mathcal { V }}_{\boldsymbol{\Phi}}{ }^{i}\right) \leqslant \\
& \left(\sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, d\right)} \sigma_{j}\left(\boldsymbol{\mathcal { U }}_{\boldsymbol{\Phi}}{ }^{i}\right)\right)^{\frac{1}{2}}\left(\sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{2}, d\right)} \sigma_{j}\left(\boldsymbol{\mathcal { V }}_{\boldsymbol{\Phi}}{ }^{i}\right)\right)^{\frac{1}{2}} \leqslant \\
& \frac{1}{2}\left(\sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{1}, d\right)} \sigma_{j}\left(\boldsymbol{\mathcal { U }}_{\boldsymbol{\Phi}}{ }^{i}\right)+\sum_{i}^{n_{3}} \sum_{j}^{\min \left(n_{2}, d\right)} \sigma_{j}\left(\boldsymbol{V}_{\boldsymbol{\Phi}}{ }^{i}\right)\right)= \\
& \frac{1}{2}\left(\sum_{i=1}^{n_{3}}\left\|\boldsymbol{U}_{\boldsymbol{\Phi}}{ }^{i}\right\|_{*}+\sum_{i=1}^{n_{3}}\left\|\boldsymbol{V}_{\boldsymbol{\Phi}}{ }^{i}\right\|_{*}\right)=\frac{1}{2}\left(\|\boldsymbol{U}\|_{\text {TTNN }}+\right.
\end{aligned}
$$

$$
\left.\|\boldsymbol{v}\|_{\mathrm{TTNN}}\right)
$$

where the first inequality follows from Lemma 1 as $q=1 / 2$, the second inequality follows from the well-known Holder's inequality ${ }^{[11]}$ and the third inequality follows from the Jensen's inequality ${ }^{[12]}$.

Next, when $\boldsymbol{U}_{\star}=\boldsymbol{\mathcal { P }} \diamond_{\Phi} \mathcal{D}^{1 / 2}, \quad \mathcal{V}_{\star}=\boldsymbol{\mathcal { R }} \diamond_{\Phi} \mathcal{D}^{1 / 2}$, and the SVD of $\mathcal{X}$ being $\mathcal{X}=\mathcal{U}_{\star} \diamond_{\Phi} \mathcal{V}_{\star}^{\mathrm{H}}=$ $\mathcal{P} \diamond_{\boldsymbol{\Phi}} \mathcal{D} \diamond_{\boldsymbol{\Phi}} \mathcal{R}^{\mathrm{H}}$, we have $\|\boldsymbol{\mathcal { X }}\|_{\text {TT }-S_{V / 2}}^{1 / 2}=\frac{1}{2}\left(\left\|\boldsymbol{U}_{\star}\right\|_{\text {TTNN }}+\right.$ $\left.\left\|\boldsymbol{\nu}_{\star}\right\|_{\text {TTNN }}\right)$.

Hence, we can conclude that

$$
\begin{equation*}
\|\boldsymbol{\mathcal { X }}\|_{\mathrm{DTTNN}}=\|\boldsymbol{\mathcal { X }}\|_{\mathrm{TT}^{\mathrm{T} \cdot S_{V 2}}} \tag{10}
\end{equation*}
$$

## 3 Problem Formulation and Optimization

## 3. 1 Problem formulation

By Theorem 2, we use DTTNN, which is equivalent to $\mathrm{TT}-S_{1 / 2}$ and tighter envelope than TTNN for tensor rank defined in Definition 3, to substitute the tensor rank norm penalty in LRTC. Then we present the following tensor completion model

$$
\begin{align*}
& \min _{\mathcal{U}, \mathcal{L}, \mathcal{L}} \frac{1}{2}\left(\|\boldsymbol{\mathcal { U }}\|_{\mathrm{TTNN}}+\|\boldsymbol{V}\|_{\mathrm{TTNN}}\right)+ \\
& \frac{\lambda}{2}\left\|\mathcal{P}_{\Omega}(\mathcal{L})-\mathcal{P}_{\Omega}(\boldsymbol{\mathcal { D }})\right\|_{\mathrm{F}}^{2} \\
& \text { s.t. } \mathcal{L}=\boldsymbol{\mathcal { U }} \diamond_{\Phi} \boldsymbol{V}^{\mathrm{H}} \tag{11}
\end{align*}
$$

where $\mathcal{P}_{\Omega}(\cdot)$ represents the tensor observed entries and $\lambda$ the balance coefficient.

## 3. 2 Optimization algorithm

We use the framework of $\mathrm{ADMM}^{[13]}$ to solve Eq. (1). By introducing the auxiliary variables $\dot{\mathcal{U}}$ and $\dot{\mathcal{V}}$, Eq.(1) converts to solving the following augmented Lagrangian function

$$
\begin{align*}
& L_{\mu}\left(\mathcal{U}, \mathcal{V}, \dot{\mathcal{U}}, \dot{\mathcal{V}}, \mathcal{L}, \boldsymbol{\mathcal { Y }}_{i}\right)=\frac{1}{2}\left(\|\dot{\boldsymbol{U}}\|_{\mathrm{TTNN}}+\right. \\
& \left.\|\dot{\boldsymbol{V}}\|_{\text {TTNN }}\right)+\frac{\lambda}{2}\left\|\mathcal{P}_{\Omega}(\mathcal{L})-\mathcal{P}_{\Omega}(\mathcal{D})\right\|_{\mathrm{F}}^{2}+ \\
& \left\langle\mathcal{Y}_{1}, \boldsymbol{\mathcal { U }}-\dot{\boldsymbol{U}}\right\rangle+\left\langle\boldsymbol{\mathcal { Y }}_{2}, \boldsymbol{\mathcal { V }}-\dot{\boldsymbol{V}}\right\rangle+ \\
& \left\langle\boldsymbol{\mathcal { Y }}_{3}, \mathcal{L}-\boldsymbol{\mathcal { U }} \diamond_{\boldsymbol{\Phi}} \boldsymbol{V}^{\mathrm{H}}\right\rangle+\frac{\mu}{2}\left(\|\boldsymbol{\mathcal { U }}-\dot{\boldsymbol{U}}\|_{\mathrm{F}}^{2}+\right. \\
& \left.\|\boldsymbol{\mathcal { V }}-\dot{\boldsymbol{V}}\|_{\mathrm{F}}^{2}+\left\|\mathcal{L}-\boldsymbol{\mathcal { U }} \diamond_{\boldsymbol{\Phi}} \boldsymbol{\mathcal { V }}^{\mathrm{H}}\right\|_{\mathrm{F}}^{2}\right) \tag{12}
\end{align*}
$$

where $\mu>0$ is the penalty parameter and $\mathcal{Y}_{i}$ are $\mathrm{La}^{-}$
grangian multipliers.

### 3.2.1 Updating $\mathcal{U}_{k+1}$ and $\boldsymbol{\mathcal { V }}_{k+1}$

By fixing other variables, $\boldsymbol{\mathcal { U }}_{k+1}$ and $\boldsymbol{\mathcal { V }}_{k+1}$ could be calculated by solving the following two optimization problems

$$
\begin{align*}
\min _{\mathcal{U}} & \left\|\mathcal{U}-\dot{\mathcal{U}}_{k}+\boldsymbol{\mathcal { Y }}_{1}^{k} / \mu_{k}\right\|_{\mathrm{F}}^{2}+ \\
& \left\|\mathcal{L}_{k}-\boldsymbol{\mathcal { U }}_{\boldsymbol{\Phi}} \boldsymbol{\mathcal { V }}_{k}{ }^{\mathrm{H}}+\boldsymbol{\mathcal { Y }}_{3}^{k} / \mu_{k}\right\|_{\mathrm{F}}^{2}  \tag{13}\\
\min _{\mathcal{V}} \| & \boldsymbol{\mathcal { V }}-\dot{\mathcal{V}}_{k}+\boldsymbol{\mathcal { Y }}_{2}^{k} / \mu_{k} \|_{\mathrm{F}}^{2}+ \\
& \left\|\mathcal{L}_{k}-\boldsymbol{\mathcal { U }}_{k+1} \diamond_{\Phi} \boldsymbol{V}^{\mathrm{H}}+\boldsymbol{\mathcal { Y }}_{3}^{k} / \mu_{k}\right\|_{\mathrm{F}}^{2} \tag{14}
\end{align*}
$$

It is obvious that Eq.(13) and Eq.(14) are similar optimization problems, for simplicity we only show the procedure of solving Eq.(13). Eq.(13) is actually equivalent to the following Eq.(15) according to the property of $\|\cdot\|_{F}$

$$
\begin{align*}
\min _{\mathcal{U}_{\boldsymbol{\Phi}}} & \left\|\mathcal{U}_{\boldsymbol{\Phi}}-\dot{\mathcal{U}}_{k \boldsymbol{\Phi}}+\left(\boldsymbol{\mathcal { Y }}_{1}^{k} / \mu_{k}\right)_{\Phi}\right\|_{\mathrm{F}}^{2}+ \\
& \left\|\mathcal{L}_{k \boldsymbol{\Phi}}-\left(\boldsymbol{\mathcal { U }}_{\boldsymbol{\Phi}} \boldsymbol{V}_{k}{ }^{\mathrm{H}}\right)_{\Phi}+\left(\boldsymbol{\mathcal { Y }}_{3}^{k} / \mu_{k}\right)_{\boldsymbol{\Phi}}\right\|_{\mathrm{F}}^{2} \tag{15}
\end{align*}
$$

and block diagonalizing the tensor doesn' t change the value of $\|\cdot\|_{F}$, hence we can convert Eq. (15) to Eq.(16)

$$
\begin{gather*}
\min _{\hat{U}_{\boldsymbol{\Phi}}}\left\|\hat{T}_{1}+\hat{U}_{\boldsymbol{\Phi}}\right\|_{F}^{2}+\left\|\hat{T}_{2}-\hat{U}_{\boldsymbol{\Phi}} \hat{V}_{k \boldsymbol{\Phi}}^{\mathrm{H}}\right\|_{\mathrm{F}}^{2} \\
\hat{T}_{1}=\operatorname{bdiag}\left(\left(\boldsymbol{\mathcal { Y }}_{1}^{k} / \mu_{k}\right)_{\boldsymbol{\Phi}}-\dot{\mathcal{U}}_{k \boldsymbol{\Phi}}\right)  \tag{16}\\
\hat{T}_{2}=\operatorname{bdiag}\left(\mathcal{L}_{k \Phi}+\left(\boldsymbol{\mathcal { Y }}_{3}^{k} / \mu_{k}\right)_{\boldsymbol{\Phi}}\right)
\end{gather*}
$$

Therefore, $\hat{U}_{\Phi}$ can be directly obtained by solving the least square Eq. (16), and the optimal solution is given by

$$
\begin{equation*}
\hat{U}_{k+1 \Phi}=\left(\hat{T}_{2} \hat{V}_{k \Phi}^{\mathrm{H}}+\hat{T}_{1}\right)\left(-I_{3 d}+\hat{V}_{k \Phi}^{\mathrm{H}} \hat{V}_{k \Phi}\right)^{-1} \tag{17}
\end{equation*}
$$

and $\boldsymbol{U}_{k+1}$ can be gotten as

$$
\begin{equation*}
\boldsymbol{U}_{k+1}=\left(\operatorname{fold}\left(\hat{U}_{k+1 \Phi}\right)\right)_{\boldsymbol{\Phi}^{\prime \prime}} \tag{18}
\end{equation*}
$$

Similarly, $\boldsymbol{V}_{k+1}$ is

$$
\begin{gather*}
\hat{\boldsymbol{V}}_{k+1 \Phi}=\left(\hat{T}_{2}^{\mathrm{H}} \hat{\boldsymbol{U}}_{k+1 \Phi}+\hat{T}_{3}\right)\left(-\boldsymbol{I}_{3 d}+\hat{\boldsymbol{U}}_{k+1}{ }_{\mathrm{H}}^{\mathrm{H}} \hat{U}_{k+1 \Phi}\right)^{-1} \\
\boldsymbol{V}_{k+1}=\left(\operatorname{fold}\left(\hat{\boldsymbol{V}}_{k+1 \Phi}\right)\right)_{\boldsymbol{\Phi}^{\mathrm{H}}} \tag{19}
\end{gather*}
$$

where $\hat{T}_{3}=\operatorname{bdiag}\left(\left(\boldsymbol{\mathcal { Y }}_{2}^{k} / \mu_{k}\right)_{\boldsymbol{\Phi}}-\dot{\boldsymbol{V}}_{k \boldsymbol{\Phi}}\right)$.

### 3.2.2 Updating $\dot{\mathcal{U}}_{k+1}$ and $\dot{\mathcal{V}}_{k+1}$

To update $\dot{\mathcal{U}}_{k+1}$ and $\dot{\mathcal{V}}_{k+1}$, we fix other variables and obtain the following optimization problems

$$
\min _{\dot{\boldsymbol{u}}} \frac{1}{2}\|\dot{\boldsymbol{U}}\|_{\mathrm{TTNN}}+\frac{\mu_{k}}{2}\left\|\boldsymbol{\mathcal { U }}_{k+1}-\dot{\boldsymbol{U}}+\boldsymbol{\mathcal { Y }}_{1}^{k} / \mu_{k}\right\|_{\mathrm{F}}^{2}(20)
$$

$$
\min _{\dot{\mathcal{V}}} \frac{1}{2}\|\dot{\boldsymbol{V}}\|_{\mathrm{TTNN}}+\frac{\mu_{k}}{2}\left\|\boldsymbol{\mathcal { V }}_{k+1}-\dot{\boldsymbol{V}}+\boldsymbol{\mathcal { Y }}_{2}^{k} / \mu_{k}\right\|_{\mathrm{F}}^{2}(21)
$$

which are equivalent to

$$
\begin{align*}
& \min _{\dot{u}} \sum_{i=1}^{n_{3}}\left(\frac{1}{2 \mu_{k}}\left\|\dot{\boldsymbol{U}}_{\boldsymbol{\Phi}}{ }^{i}\right\|_{:}+\right. \\
& \left.\quad \frac{1}{2}\left\|\dot{\boldsymbol{U}}_{\boldsymbol{\Phi}}{ }^{i}-\boldsymbol{\mathcal { U }}_{k+1 \boldsymbol{\Phi}}{ }^{i}-\left(\boldsymbol{\mathcal { Y }}_{1}^{k} / \mu_{k}\right)_{\boldsymbol{\Phi}}{ }^{i}\right\|_{\mathrm{F}}^{2}\right)  \tag{22}\\
& \min _{\dot{\boldsymbol{V}}} \sum_{i=1}^{n_{3}}\left(\frac{1}{2 \mu_{k}}\left\|\dot{\boldsymbol{V}}_{\boldsymbol{\Phi}}{ }^{i}\right\|_{*}+\right. \\
& \left.\quad \frac{1}{2}\left\|\dot{\boldsymbol{V}}_{\boldsymbol{\Phi}}{ }^{i}-\boldsymbol{\mathcal { V }}_{k+1 \boldsymbol{\Phi}}{ }^{i}-\left(\boldsymbol{\mathcal { Y }}_{2}^{k} / \mu_{k}\right)_{\boldsymbol{\Phi}}{ }^{i}\right\|_{\mathrm{F}}^{2}\right) \tag{23}
\end{align*}
$$

By Ref.[14], the optimal solutions of Eq. (22) and Eq. (23) are

$$
\begin{gather*}
\dot{\mathcal{U}}_{k+1 \Phi}{ }^{i}=\mathcal{P}_{\boldsymbol{\Phi}}{ }^{i} \mathcal{Q}_{2 \mu_{\boldsymbol{\mu}} \boldsymbol{\Phi}}{ }^{i}\left(\mathcal{R}_{\boldsymbol{\Phi}}{ }^{i}\right)^{\mathrm{H}}  \tag{24}\\
\dot{\boldsymbol{V}}_{k+1 \Phi}{ }^{i}=\mathcal{A}_{k+1 \Phi}{ }^{i} \mathcal{B}_{2 \mu_{k}} \boldsymbol{\Phi}^{i}\left(\mathcal{C}_{\boldsymbol{\Phi}}{ }^{i}\right)^{\mathrm{H}} \tag{25}
\end{gather*}
$$

where $\mathcal{P}_{\boldsymbol{\Phi}}{ }^{i} \mathcal{Q}_{\boldsymbol{\Phi}}{ }^{i}\left(\mathcal{R}_{\boldsymbol{\Phi}}{ }^{i}\right)^{\mathrm{H}}$ is the singular value decomposition of $\boldsymbol{U}_{k+1 \Phi}{ }^{i}+\left(\boldsymbol{\mathcal { Y }}_{1}^{k} / \mu_{k}\right)_{\Phi}{ }_{\boldsymbol{\Phi}} \quad$ and $\mathcal{A}_{k+1 \boldsymbol{\Phi}}{ }^{i} \mathcal{B}_{\boldsymbol{\Phi}}{ }^{i}\left(\mathcal{C}_{\boldsymbol{\Phi}}{ }^{i}\right)^{\mathrm{H}}$ is the singular value decomposition of $\boldsymbol{V}_{k+1 \Phi}{ }^{i}+\left(\boldsymbol{\mathcal { Y }}_{2}^{k} / \mu_{k}\right)_{\Phi}{ }^{i} . \mathcal{Q}_{2 \mu_{k} \boldsymbol{\Phi}}=\max \left\{\mathcal{Q}_{\Phi}{ }^{i}-\right.$ $\left.2 \mu_{k}, 0\right\}$ and $\mathcal{B}_{2 \mu_{k} \boldsymbol{\Phi}}=\max \left\{\mathcal{B}_{\boldsymbol{\Phi}}{ }^{i}-2 \mu_{k}, 0\right\}$.

### 3.2.3 Updating $\mathcal{L}_{k+1}$

Fixing other variables, we then get the optimization problem in reference to $\mathcal{L}_{k+1}$

$$
\begin{align*}
\min _{\mathcal{C}} & \frac{\lambda}{2}\left\|\mathcal{P}_{\Omega}(\mathcal{L})-\mathcal{P}_{\Omega}(\mathcal{D})\right\|_{\mathrm{F}}^{2}+ \\
& \frac{\mu_{k}}{2}\left\|\mathcal{L}-\mathcal{U}_{k+1} \diamond_{\boldsymbol{\Phi}} \boldsymbol{V}_{k+1}^{\mathrm{H}}+\boldsymbol{\mathcal { Y }}_{3}^{k} / \mu_{k}\right\|_{\mathrm{F}}^{2} \tag{26}
\end{align*}
$$

It is a least square problem as well with limitation $\mathcal{P}_{\Omega}(\cdot)$ on $\mathcal{L}-\mathcal{D}$, we can directly write the optimal solution as

$$
\begin{gather*}
\mathcal{L}_{k+1}=\mathcal{P}_{\Omega}\left(\frac{1}{\lambda+\mu_{k}}\left(\lambda D+\mu_{k} \mathcal{U}_{k+1} \diamond_{\boldsymbol{\Phi}} \mathcal{V}_{k+1}^{\mathrm{H}}-\boldsymbol{\mathcal { Y }}_{3}^{k}\right)\right)+ \\
\mathcal{P}_{\Omega^{-}}\left(\boldsymbol{U}_{k+1} \diamond_{\boldsymbol{\Phi}} \boldsymbol{V}_{k+1}^{\mathrm{H}}-\boldsymbol{Y}_{3}^{k} / \mu_{k}\right) \tag{27}
\end{gather*}
$$

where $\Omega^{\perp}$ is the complement set of $\Omega$.
3.2.4 Updating Lagrange multiplier $\mathcal{Y}_{i}^{k+1}$ and $\mu_{k+1}$
The multiplier $\boldsymbol{Y}_{i}^{k+1}$ are directly obtained by

$$
\begin{gather*}
\mathcal{Y}_{1}^{k+1}=\mathcal{Y}_{1}^{k}+\mu_{k}\left(\boldsymbol{\mathcal { U }}_{k+1}-\dot{\mathcal{U}}_{k+1}\right) \\
\mathcal{Y}_{2}^{k+1}=\boldsymbol{\mathcal { Y }}_{2}^{k}+\mu_{k}\left(\boldsymbol{\mathcal { V }}_{k+1}-\dot{\boldsymbol{V}}_{k+1}\right)  \tag{28}\\
\mathcal{Y}_{3}^{k+1}=\boldsymbol{\mathcal { Y }}_{3}^{k}+\mu_{k}\left(\mathcal{L}_{k+1}-\mathcal{U}_{k+1} \diamond_{\boldsymbol{\Phi}} \boldsymbol{V}_{k+1}^{\mathrm{H}}\right)
\end{gather*}
$$

and the penalty parameter $\mu_{k+1}$ is

$$
\begin{equation*}
\mu_{k+1}=\min \left(\rho \mu_{k}, \mu_{\max }\right) \tag{29}
\end{equation*}
$$

### 3.2.5 Convergence judgment

We think the algorithm is convergent when the max value of

$$
\begin{gathered}
\left\|\mathcal{U}_{k+1}-\dot{\mathcal{U}}_{k+1}\right\|_{\mathrm{F}} /\|\boldsymbol{\mathcal { D }}\|_{\mathrm{F}} \\
\left\|\boldsymbol{\mathcal { V }}_{k+1}-\dot{\mathcal{V}}_{k+1}\right\|_{\mathrm{F}} /\|\boldsymbol{\mathcal { D }}\|_{\mathrm{F}} \\
\left\|\mathcal{L}_{k+1}-\mathcal{U}_{k+1} \diamond_{\boldsymbol{\Phi}} \mathcal{V}_{k+1}^{\mathrm{H}}\right\|_{\mathrm{F}} /\|\boldsymbol{\mathcal { D }}\|_{\mathrm{F}}
\end{gathered}
$$

is smaller than the stop parameter $\epsilon$.
We conclude the whole procedure in Algorithm 1.

Algorithm 1 ADMM for solving Eq.(11)
Input: $\mathcal{P}_{\Omega}(\mathcal{D}) \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$, the estimated rank $d$ and $\lambda$

Initialize: $\mu_{0}, \rho>1, k=0$, and $\epsilon$.
(1) while not converged do
(2) Update $\boldsymbol{\mathcal { U }}_{k+1}$ and $\boldsymbol{\mathcal { V }}_{k+1}$ by Eq.(8) and Eq.(10)
(3) Compute $\dot{\mathcal{U}}_{k+1}$ and $\dot{\mathcal{V}}_{k+1}$ via the SVT ${ }^{[14]}$
(4) Update $\mathcal{L}_{k+1}$ by Eq. (27)
(5) Update the multipliers $\mathcal{Y}_{i}^{k+1}$ by Eq. (28)
(6) Update $\mu_{k+1}$ by Eq. (29)
(7) $k \leftarrow k+1$
(8) end while

Output: $\mathcal{U}_{k+1}, \mathcal{V}_{k+1}$ and $\mathcal{L}_{k+1}$.

## 4 Experimental Results

We evaluate the performance of DTTNN on image and video inpainting tasks and compare our methods with some start-of-the-art methods including $\mathrm{D}^{-} \mathrm{N}^{[5]}$, $\mathrm{TTNN}^{[6]}$, $\mathrm{t}^{- \text {-Schatten }} q^{[4]}$ and PSTNN ${ }^{[15]}$, where $\mathrm{D}^{-N}$ is the matrix completion method based on matrix factorization, TTNN the tensor completion method using data-based transformed tubal nuclear norm, $\mathrm{t}^{-}$-Schatten $-q$ the tensor completion method based on tensor factorization in the frequency domain and PSTNN the non-convex method by truncating smaller singular values. It is worth noting that when $\boldsymbol{\Phi}$ is DF T matrix, our method is equal to $\mathrm{t}^{- \text {-Schatten }} \boldsymbol{q}^{[4]}$.

For the satisfactory performance of the databased transform matrix $\boldsymbol{\Phi}$ verified by quantities of experiments in Refs. [6, 16], we use the data-based transform matrix in DTTNN and TTNN. It can be calculated by unfolding tensor data $\mathcal{X}$ into matrix $\boldsymbol{X}$ along the third-dimension, then take the singular
value decomposition of the unfolded matrix $\boldsymbol{X}=$ $U \boldsymbol{\Sigma} V^{\mathrm{H}}$ and $\boldsymbol{U}^{\mathrm{H}}$ is the data-based transform matrix.

In our methods, basic parameters are set as follows: $\lambda=1 / \sqrt{\max \left(n_{1}, n_{2}\right) n_{3}}, \mu_{0}=1 \times 10^{-4}, \rho=$ 1.05, $\epsilon=1 \times 10^{-4}, d=[30,50,100]$ corresponds to missing rate (MR) MR $=[95 \%, 85 \%, 70 \%]$ in image inpainting task and $\lambda=5 / \sqrt{\max \left(n_{1}, n_{2}\right) n_{3}}$, $\mu_{0}=1 \times 10^{-4}, \quad \rho=1.2, \quad \epsilon=1 \times 10^{-4}, \quad d=$ [30,50,50] corresponds to $\mathrm{MR}=$ [ $90 \%, 80 \%, 70 \%]$ in video inpainting task. Besides, the parameters in other methods are consistent with their proposed papers. When it comes to matrix completion method $\mathrm{D}-\mathrm{N}$, we apply it to each frontal slice of color images. We use linear interpolation to pre-complete the input images. Peak signal-to-noise ratio (PSNR) (higher is better) ${ }^{[6]}$ and running time are used to quantify the performance of different methods. PSNR is defined as follows

$$
\begin{equation*}
\text { PSNR }=10 \log _{10} \frac{n_{1} n_{2} n_{3}\left(\boldsymbol{\mathcal { X }}_{\max }-\boldsymbol{\mathcal { X }}_{\min }\right)^{2}}{\left\|\boldsymbol{\mathcal { X }}-\boldsymbol{\mathcal { X }}_{0}\right\|_{\mathrm{F}}^{2}} \tag{30}
\end{equation*}
$$

where $\boldsymbol{\mathcal { X }}$ is the recovered solution, and $\boldsymbol{\mathcal { X }}_{0}$ the ground-truth tensor. $\boldsymbol{\mathcal { X }}_{\text {max }}$ and $\boldsymbol{\mathcal { X }}_{\text {min }}$ are the maximal and the minimal entries of $\boldsymbol{\mathcal { X }}_{0}$, respectively.

## 4. 1 Image inpainting

We use the six classic color images (shown in Fig.1.) to evaluate the performance of our proposed methods. From left to right, Image (1) $300 \times 300 \times$ 3, Image (2) $300 \times 300 \times 3$, Image (3) $300 \times$ $300 \times 3$, Image (4) $300 \times 300 \times 3$, Image (5) $278 \times 410 \times 3$, Image (6) $210 \times 350 \times 3$. In the $\mathrm{ex}^{-}$ periments, the input images are generated by setting randomly some pixels as missing entries, then applying different methods to recover them, respectively. PSNR and running time are given in Table 2, and the $1^{\text {st }}$ place is bolded among tensor methods. All experiments are run in MATLAB R2021b under Windows 10 on a personal computer with a 2.60 GHz CPU and 16 GB memory.

(1)
(5)

Fig. 1 Six color images

Table 2 Average quantitative assessment index (PSNR/Time(s)) of different methods on the six color images

| Image | $\mathrm{MR}=95 \%$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | D-N | TTNN | PSTNN | t-Schatten-1/2 | DTTNN |
| (1) | 18.51/0.78 | 20.02/9.156 | 17.95/4.22 | 20.72/3.01 | 21.19/1.79 |
| (2) | 17.99/0.70 | 18.90/8.64 | 18.94/4.19 | 19.13/3.38 | 19.40/2.27 |
| (3) | 19.72/0.78 | 20.35/8.17 | 20.82/4.09 | 20.43/3.59 | 20.38/2.33 |
| (4) | 14.30/0.67 | 16.55/8.68 | 16.26/4.17 | 17.68/3.43 | 17.72/2.16 |
| (5) | 19.49/0.69 | 20.09/10.41 | 19.30/4.81 | 20.94/3.78 | 21.22/2.39 |
| (6) | 23.46/0.52 | 23.72/6.51 | 23.41/2.83 | 23.21/3.00 | 24.18/1.83 |
| Image | $\mathrm{MR}=85 \%$ |  |  |  |  |
|  | D-N | TTNN | PSTNN | t-Schatten-1/2 | DTTNN |
| (1) | 24.58/0.94 | 25.96/8.10 | 24.48/4.31 | 26.62/3.14 | 27.02/2.07 |
| (2) | 21.32/0.88 | 21.95/7.74 | 22.39/4.20 | 22.43/3.43 | 23.00/2.05 |
| (3) | 22.33/0.87 | $22.83 / 7.60$ | 23.37/4.34 | 23.04/3.73 | 23.30/2.11 |
| (4) | 18.47/0.86 | 20.34/7.78 | 21.51/4.22 | 23.32/3.41 | 23.65/2.14 |
| (5) | 22.38/1.03 | 23.83/9.28 | 23.77/4.84 | 24.05/4.18 | 24.59/2.54 |
| (6) | 27.964/0.67 | 28.25/5.96 | 27.62/2.77 | 28.62/3.10 | 29.00/3.32 |
| Image | $\mathrm{MR}=70 \%$ |  |  |  |  |
|  | D-N | TTNN | PSTNN | t-Schatten-1/2 | DTTNN |
| (1) | 26.36/1.23 | 30.04/7.94 | 31.36/4.26 | 31.47/5.23 | 32.01/3.34 |
| (2) | 22.44/1.22 | 25.10/7.63 | 26.57/4.28 | 26.51/5.32 | 26.71/3.47 |
| (3) | 23.41/1.21 | $25.53 / 7.58$ | 26.63/4.26 | 26.44/5.47 | 26.23/4.70 |
| (4) | 19.03/1.43 | 24.78/7.83 | 28.81/4.07 | 28.90/5.22 | 29.15/3.64 |
| (5) | 23.63/1.45 | 26.17/9.24 | 27.89/4.77 | 27.37/6.44 | 27.67/4.06 |
| (6) | 29.86/1.03 | $33.33 / 5.72$ | 33.07/2.82 | $33.27 / 5.19$ | $33.14 / 5.13$ |

As is shown in Table 2, $\mathrm{D}-\mathrm{N}$ is a matrix method and others are tensor methods. It is obvious to see those tensor methods outperform $\mathrm{D}^{-\mathrm{N}}$ under PSNR which verifies the advantage of tensor methods. Hence, it is effective and necessary to deal with tensor data directly. In most cases, our DTTNN saves a great quantity of time than TTNN, PSTNN, and t -Schatten- $1 / 2$ when $\mathrm{MR}=$ [ $95 \%, 85 \%]$. DTTNN also achieves competitive results when $\mathrm{MR}=70 \%$. This verifies the effectiveness of DTTNN. Besides, Fig. 2 (from left to right, original image, input image with $\mathrm{MR}=$ $85 \%$, D-N, TTNN, PSTNN, t-Schatten-1/2, DTTNN) presents the completion result of all methods when the input images have $85 \%$ random missing pixels. Actually, the visual effects don't vary a lot between different methods. But we have to emphasize that DTTNN takes less time to get this result especially when MR is very low. This advantage will be enlarged when dealing with larger tensors in the video inpainting tasks.


Fig. 2 Completion results of color images

## 4. 2 Video inpainting

In this part, we use the first 100 frames of three videos Suzie, Carphone, Container ${ }^{\oplus}$ to verify the performance of DTTNN. All videos are of size $144 \times 176 \times 100$.

Table 3 shows the average PSNR and running time of different methods. From Table 3, it is obviously seen that matrix method $\mathrm{D}^{-} \mathrm{N}$ does not perform

[^1]well although it runs fast. This again verifies the necessity of tensor methods. In all tensor methods, our DTTNN achieves the highest score in most cases and the running time is second only to $\mathrm{D}^{-N}$. DTTNN even saves more than twice as much time as TTNN and PSTNN. Additionally, the difference between DTTNN and $\mathrm{t}^{-}$Schatten-1/2 is larger than that in im-
age cases. And this shows the advantage of DTTNN in dealing with large tensors. Fig. 3 (from left to right, original image, input image with $\mathrm{MR}=90 \%, \mathrm{D}-\mathrm{N}$, TTNN, PSTNN, t-Schatten-1/2, DTTNN) demonstrates the visual results of different methods when $\mathrm{MR}=90 \%$. We can see that DTTNN achieves better visual effects compared with other methods.

Table 3 Average quantitative assessment index (PSNR/Time(s)) of different methods on the three videos

| Video | MR $=90 \%$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | D-N | TTNN | PSTNN | t -Schatten-1/2 | DTTNN |
| Suzie | $19.08 / 9.68$ | $26.38 / 73.65$ | $26.10 / 32.48$ | $26.23 / 11.22$ | $27.26 / 11.03$ |
| Carphone | $16.20 / 7.00$ | $26.65 / 78.06$ | $26.10 / 32.46$ | $25.87 / 10.93$ | $27.40 / 10.73$ |
| Container | $17.49 / 6.61$ | $28.33 / 83.34$ | $31.27 / 31.69$ | $29.16 / 10.63$ | $30.34 / 10.22$ |
| Video |  |  | $\mathrm{MR}=80 \%$ |  |  |
|  | $\mathrm{D}-\mathrm{N}$ | TTNN | PSTNN | t -Schatten-1/2 | DTTNN |
| Suzie | $22.31 / 7.93$ | $29.04 / 71.24$ | $28.56 / 32.94$ | $28.93 / 16.55$ | $29.81 / 16.17$ |
| Carphone | $19.57 / 8.65$ | $29.41 / 72.09$ | $28.61 / 32.59$ | $28.69 / 16.06$ | $30.28 / 15.52$ |
| Container | $19.28 / 7.99$ | $31.96 / 83.07$ | $35.20 / 31.73$ | $35.28 / 15.22$ | $36.71 / 14.09$ |
| Video |  |  | $\mathrm{MR}=70 \%$ |  | DTTNN |
|  | $\mathrm{D}-\mathrm{N}$ | TTNN | PSTNN | $\mathrm{t}-$ Schatten-1/2 | $31.86 / 16.25$ |
| Suzie | $24.23 / 9.02$ | $31.11 / 70.71$ | $30.80 / 31.78$ | $30.73 / 16.98$ | $32.13 / 15.90$ |
| Carphone | $20.92 / 9.36$ | $31.54 / 69.02$ | $30.74 / 31.91$ | $30.19 / 16.54$ | $39.68 / 14.16$ |
| Container | $20.29 / 9.53$ | $35.24 / 82.72$ | $39.69 / 32.22$ | $37.225 / 15.81$ |  |



Fig. 3 Completion results of the 20th frame of videos

## 5 Conclusions

In this article, we propose a non-convex tensor completion model. We first define a new TT- $S_{q}$ and use it to replace the rank norm penalty in the LRTC problem. Then we prove the equivalence between TT $-S_{1 / 2}$ and DTTNN. Hence the non-convex problem is converted into a problem that each block is convex and can be solved under the multi-block ADMM framework. Finally, we verify the performance of DTTNN on color image inpainting.

Since the model proposed above is only appliable for suitable value $q$, we consider expanding the equivalence between DTTNN with $\mathrm{TT}-S_{1 / 2}$ to any $q$ values as our future work, and applying them to more LRTC tasks.
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# 基于双变换核范数最小化的张量补全 
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#### Abstract

摘要：非凸方法在低秩张张量补全中发挥着重要的作用，相比于凸方法，非凸方法是对张量秩的更紧估计。但是这类方法因为需要计算大张量的奇异值而非常耗时。本文提出了一种双变换核范数（Double transformed tubal neclear norm，DTTNN）作为秩范数的非凸松弛用于求解低秩张量补全（Low rank tensor completion，LRTC）问题。DTTNN 将对大张量的非凸惩罚等价地转化为对两个小张量的凸惩罚。因此，DTTNN可以有效节省非凸方法的求解时间。彩色图像修复和视频修复的实验结果验证了DTTNN 方法的有效性。
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