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Abstract: Vibration spectrum extraction is essential for fault diagnosis of rotating machinery. Environmental 
diversification and the presence of noise limit the performance of traditional single-modal vibration extraction methods. 
Since visual and audio signals have different sampling frequencies， noise and environmental constraints， audio-visual 
fusion can effectively solve the problem caused by single modality. Based on this， this paper proposes a wideband 
spectrum extraction method based on an audio-visual fusion deep convolutional neural network， which fully fuses the 
effective information of different modalities to complement each other. The proposed model uses a dual-stream 
encoder to extract features from different modalities， and a deep residual fusion module extracts high-level fusion 
features and feeds them to the decoder. The experimental results show that the performance of this model is superior 
to the latest vibration extraction methods， and the proposed model outperforms other state-of-the-art models such as 
RegNet， MFCNN， and L2L， which improves the accuracy of vibration spectrum extraction by 15% in noisy 
environment.
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0 Introduction 

As one of the key components in rotating ma⁃
chinery， bearings are crucial for engines of aircraft 
and spacecraft. However， they are extremely sus⁃
ceptible to breakdowns and only very few of them 
reach their service life［1-2］. Bearing failure can cause 
major damage to the engines and in severe cases 
even devastating losses to the whole aircraft and 
spacecraft［3］. Vibration signature analysis has be⁃
come one of the most used methods to identify pos⁃
sible rolling bearings failures. By calculating the 
bearing vibration frequency spectrum， the health sta⁃
tus of the rotating machinery can be predicted and re⁃
flected［4］.

Current vibration measurement methods are 
mainly divided into contact measurement and non-

contact measurement. The contact measurement 

technology has been quite mature with high accura⁃
cy and reliability. However， the use of contact sen⁃
sors to measure light structures inevitably causes 
mass loading effects by adding their weight to the 
original structure. In addition， in the scene of mea⁃
surement for large structures， a large number of sen⁃
sors need to be installed［5-6］. Moreover， the contact 
sensors can only perform a single-point measure⁃
ment， invalid for full-field vibration extraction.

For non-contact measurement， vision-based vi⁃
bration measurement has the advantages of low cost 
and is suitable for full-field measurement［7-9］. How⁃
ever， vision-based vibration measurement is easily 
affected by the environment， but not accurate under 
conditions such as limited illumination， complex tar⁃
get geometry， and constantly environments chang⁃
ing. More importantly， due to the influence of hard⁃
ware technology and cost， it is difficult for digital 
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cameras to measure vibrations in the middle and 
high-frequency bands［10］. As the camera sampling 
frequency increases， the hardware cost also increas⁃
es rapidly.

Audio signals with a high sample rate are easily 
acquired. There exists a close correlation between 
acoustic and vibration signals. Many kinds of re⁃
search are dedicated to recovering sound from vibra⁃
tion［11-13］. Zhao et al.［12］ proposed a two-stream net⁃
work to extract motion information from videos. A 
sound separation network was used to recover audio 
waveforms from the motion information and mixed 
audio. Mim et al.［13］ proposed an optical flow meth⁃
od to extract vibration information from videos. The 
sound signal was recovered from that vibration sig⁃
nal. In addition， the fault diagnosis method of rotat⁃
ing machinery based on acoustics was also exten⁃
sively studied. Yang et al.［14］ proposed the stacked 
sparse encoders to detect the roller fault from the au⁃
dio. Shan et al.［15］ constructed an abnormal audio da⁃
tabase. And they applied the wavelet packet algo⁃
rithm and deep learning method to the diagnosis of 
partial discharge. Peng et al.［16］ proposed the audio 
wavelet packet decomposition and convolutional 
neural network （CNN） for the fault diagnosis of 
rollers. Lu et al.［17］ explored the potentials of the 
acoustic and vibration signals fusion and proposed a 
fault diagnosis method based on acoustic vibration 
signal fusion. Also， researchers explored acoustic 
signal processing methods for data enhancement of 
vibration signals［18-19］. Capturing high-frequency 
sound signals is convenient and the audio signal con⁃
tains the vibration information of high frequency. 
However， all of these methods only indirectly ex⁃
ploit the relationship between audio and vibration. 
Due to the existence of a large amount of noise， it is 
difficult to accurately recover the vibration signal di⁃
rectly from the audio signal.

In recent years， multimodal fusion technology 
based on neural networks was widely used in many 
fields［20-23］. The fusion of different modalities can 
solve the difficulties of a single modality. Audio-vi⁃
sual fusion technology was developed for motion 
measurement， spectrum prediction， fault diagno⁃
sis， and other fields. Yoshida et al.［24］ collected ten⁃

nis swing videos from different athletes as an audio-

visual motion dataset. The audio-visual fusion net⁃
work was proposed to predict the acceleration infor⁃
mation of the athlete’s swing. Kist et al.［25］ de⁃
signed a high-speed video endoscope（HSV） sys⁃
tem， which quantified vocal cord vibration informa⁃
tion by analyzing the video and sound of the throat 
to assist doctors in the analysis of throat diseases. 
Hou et al.［26］ proposed a rule-embedded network to 
fuse the audio-visual inputs for better detection of 
the target voice. The core role of the rule in the mod⁃
el is to coordinate the relation between the bi-modal 
information and use visual representations as a mask 
to filter out the information of non-target sound. Sari 
et al.［27］ introduced a multi-view model that uses 
shared classifiers to map audio and video into the 
same spatial fusion for high-performance speaker 
recognition tasks. Lu et al.［28］ calculated the rotor 
speed and angle values from continuous video 
frames and the envelope spectrum curve of the rotor 
fault audio. They resampled the envelope spectrum 
according to the angle values to obtain the fault fea⁃
ture envelope spectrum. And the obtained spectrum 
was compared with the theoretical fault sequence 
spectrum for fault diagnosis. In addition， audio-visu⁃
al fusion is widely used in tasks such as speech en⁃
hancement and prediction［29-30］. Tao et al.［29］ pro⁃
posed a novel end-to-end， multitask learning
（MTL）， audiovisual ASR（AV-ASR） system. A 
key novelty of the approach is the use of MTL， 
where the primary task is AV-ASR， and the sec⁃
ondary task is audiovisual voice activity detection
（AV-VAD）. Tzirakis et al.［30］ developed an emo⁃
tion recognition system that utilizes the raw text， 
audio and visual information in an end-to-end man⁃
ner. The system utilize novel attention-based meth⁃
ods to fuse the modality-specific features.

However， most audio-visual fusion methods se⁃
lect the compressed spectrum with a narrow band⁃
width as the frequency domain features［31］. The high-

frequency information of the compressed spectrum is 
limited and incomplete. The occurrence of early 
faults often exists in the form of high frequency in 
the task of fault diagnosis. Low-frequency informa⁃
tion is often concealed by noise and is difficult to 
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find［32］.
This paper proposes an audio-visual fusion net⁃

work for vibration spectrum extraction in bearing 
fault diagnosis. The proposed network can extract 
broadband spectrum to obtain the high-frequency vi⁃
bration information of objects. Moreover， the pro⁃
posed network extract features in video and audio 
stream separately through the dual-stream encoder 
network. Subsequently， an audio-visual fusion mod⁃
ule containing fully connected layers and residual 
convolution blocks is used to fuse the features. Fi⁃
nally， the broadband frequency spectrum is recon⁃
structed through the decoder. The audio-visual data⁃
sets GRID， UCF101， and DCASE are used to joint⁃
ly construct audio-visual broadband spectrum datas⁃
ets for training and testing. To validate the perfor⁃
mance of the method in the application of fault diag⁃
nosis， the pre-trained model is used to conduct test 
experiments on the bearing fault audio-visual dataset.

The main contributions of this paper can be 
summarized as follows：

（1）We proposed audio⁃visual residual fusion 
model（AVRF）， which is a multimodal fusion algo⁃
rithm more suitable for extracting broadband vibra⁃
tion signals from videos.

（2）We adopt the spatial-temporal convolution 
（STC） in the encoder， which filters out the pixels 
with low relevance to audio input and enhances the 
correlation of audio and visual features. The pro⁃
posed structure also leads to the improvement of 
model performance without the region of interest 

processing.
The rest of the paper is organized as follows. 

Section 1 introduces the framework and structure of 
the proposed model. Section 2 illustrates the em ⁃
ployed datasets and audio-visual signal preprocess⁃
ing method. Section 3 describes the experimental re⁃
sults， and the conclusion part is shown in Section 4.

1 Model Architecture

In this section， a broadband vibration spectrum 
extraction method is proposed. AVRF is used to ex⁃
tract broadband vibration signals from videos. Fig.1 
shows the algorithm flow based on audio-visual fu⁃
sion broadband spectrum extraction. AVRF uses a 
two-stage fusion strategy to recover vibration infor⁃
mation from videos and acoustic signals with low 
signal-to-noise ratios. Features in convolutional lay⁃
ers can only affect each other in a limited range. 
Therefore， using convolutional layer fusion only 
would result in insufficient fusion. The first-stage fu⁃
sion uses fully connected layers to fuse signals of dif⁃
ferent modalities. Shallow networks are incapable of 
dealing with complex and varied broadband outputs. 
The residual structure avoids the problem of net⁃
work degradation while increasing the network lay⁃
ers. To output the broadband vibration spectrum ac⁃
curately， the residual structure is introduced in the 
second-stage fusion. Using the residual structure in 
the fusion module has better performance. Because 
the effective information is mainly extracted in the 
feature fusion stage.

The proposed model involves an audio encod⁃
er， video encoder， audio-visual fusion module， and 
decoder. The network structure of the four parts is 
shown in Fig.2.

1. 1 Audio encoder　

Concerning many previous models involving 
audio encoders， the audio encoder used in this paper 
is also composed of some convolutional layers， and 

Fig.1　Audio-visual fusion broadband spectrum extraction algorithm flow
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the audio spectrum is used as the audio encoder in⁃
put.

Specifically， the audio encoder is composed of 
five one-dimensional convolutional layers. Each con⁃
volutional layer is followed by batch-normalization 
and the ReLU function for non-linearity.

1. 2 Video encoder　

The video encoder uses a phase-based method 
to extract visual temporal information in consecutive 
video frames as input. Considering the input three-

dimensional feature X， where X is extracted from in⁃
put video by the phase based method. Its dimension 
is image width， image height， and frame rate. They 
represent two spatial dimensions and a temporal di⁃
mension. The phase changes in the temporal dimen⁃
sion almost involve the most frequency information 
in the visual features. Therefore， the spatial-tempo⁃
ral convolution （STC） is performed by a video en⁃
coder on the input temporal dimension. The number 
of convolution kernels is gradually reduced to com ⁃
press the spatial information. As a result， only the 
features of useful pixels in the spatial dimension are 
selected for fusion with audio features， and the fea⁃
tures of pixels with low relevance to audio informa⁃
tion are filtered out.

The video encoder has six layers， which are al⁃
ternately composed of a two-dimensional convolu⁃
tional layer and a two-dimensional pooling layer. 
Each convolutional layer is followed by batch-nor⁃
malization and the ReLU function is used for non-

linearity.

1. 3 Audio‑visual fusion module　

At the audio-visual fusion stage， a consolidated 
dimension is usually selected to integrate multimodal 
features， in which the visual features and audio fea⁃
tures are concatenated. In this paper， the temporal di⁃
mension is chosen to merge visual and audio fea⁃
tures. Although the sampling rate of audio informa⁃
tion is much higher than that of video information， 
the importance of different modal information should 
be similar. In the fusion process， different modal in⁃
formation should be given the same initial weight. 
Therefore， by designing the network structure of the 
video encoder and audio encoder， the output of the 
visual and audio features from the encoder are flat⁃
tened at the same feature dimension， and then a seri⁃
al operation is performed on this temporal dimension.

The audio-visual fusion module includes two 
parts. Liking the soft attention mechanism， the at⁃
tentional mask is often obtained through the fully 
connected layer. The first part is composed of three 
fully connected layers. The function of this part al⁃
lows the visual and audio features to fully integrate. 
Compared with the convolutional layer， the fully 
connected layer can sufficiently give different 
weights to the audio-visual features， highlight the 
important information and filter out unimportant 
ones and noise.

The second part is composed of three residual 
fusion modules. The parameters of the residual fu⁃
sion module are described in Table 1. It is well 
known that the deeper the layers are， the more ab⁃
stract the features and semantic information are ex⁃

Fig.2　Illustration of the proposed audio-visual fusion model
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tracted. In this paper， the input of the model also 
contains the broadband spectrum with a large 
amount of information.

It is difficult for the shallow network to extract 
abstract high-level features. But simply increasing 
the convolutional layers may cause gradient disap⁃
pearance， gradient explosion， and network degrada⁃
tion. The residual structure can effectively alleviate 
the above problems. Using the residual module for 
fusion here can not only extract higher-level fusion 
information but also make network prediction more 
adaptable to spectrum prediction tasks of different 
bandwidths.

1. 4 Decoder

The decoder consists of five groups of convolu⁃
tional layers and transposed convolutional layers. 
Each convolutional layer is followed by batch-nor⁃
malization and the ReLU function for non-linearity. 
Parameters of the decoder are the mirror setting of 
the audio encoder. The detailed parameter is shown 
in Table 2.

2 Dataset and Preprocessing 

2. 1 Dataset

The dataset in this paper is a combination of 
two public audio-video datasets. The first is the 
GRID［ 33］ audio-visual speech dataset. The audio-

visual data includes speech fragments of 34 peo⁃
ple （18 men and 16 women）. There are 1 000 
video clips for each person ， which contain audio 
and videos of the speaker􀆳s face. The second data⁃
set is UCF101［ 34］， which is an audio-visual ac⁃
tion one. It contains 13 320 video clips from 101 
action categories. This dataset provides the great⁃
est diversity in the action of objects and great 
changes in camera position ， object appearance ， 
etc. This paper chooses to use five instrument cat⁃
egories of the video. For the videos in these two 
datasets ， the region of interest（ROI） regions are 
cropped out and these cropped regions contain the 
main motion information in the videos. Fig.3 
shows the cropped representative frames of these 
videos.

In addition， the audio scene classification datas⁃
et DCASE［35］ is used as the noise. This dataset con⁃
tains scene categories such as bus stops， busy 
streets， parks， markets， offices， restaurants， sub⁃
way stations， etc. Each category has 10 audios 
which are mainly used to add noise to audio input. 
The clean audio from GRID， UF101， and the noise 
audio from DCASE are resampled to the same fre⁃
quency. The mixed audio is obtained by adding 
noise to clean audio. Mixed audio has a signal-to-

noise ratio of -5 —  0 dB by controlling the energy 
level of the noise. Fig.4 shows the audio waveform of 
clean audio， noise audio and mixed audio. Take 1 s 
of audio data as a sample， and the dataset has a total 
of about 12 000 samples. Eighty percent of them are 
used for training and the rest are used for testing. 
The noise added to the training set and the test set is 
from different categories.

In addition， a bearing audio-visual dataset is 
used to examine the effectiveness of AVRF for bear⁃
ing vibration spectrum extraction［28］. The test bear⁃
ing is driven by a brushless direct current motor car⁃

Table 2　Detailed architecture of the decoder

Module
Conv1

Trans⁃Conv1
Conv2

Trans⁃Conv2
Conv3

Trans⁃Conv3
Conv4

Trans⁃Conv4
Conv5

Trans⁃Conv5
Conv6

Number of filter
256
256
64
64
16
16
8
8
8
8
1

Filter size
5
3
5
3
3
3
3
4
3
4
3

Stride
1
2
1
1
1
2
1
2
1
2
1

Table 1　Detailed architecture of residual fusion module

Module

Conv1
Trans⁃Conv1

Conv2
Trans⁃Conv2

Conv3
Trans⁃Conv3

Number of 
filter
128
64

128
128
256
256

Filter size

5
3
5
3
5
3

Stride

1
1
1
1
1
1
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rying a mechanical load through a coupling. The vi⁃
sual and audio signals of the mechanical bearing are 
collected by an iPhone 5S synchronously. The video 
frame rate is captured at 240 frame/s and the audio 
signal is sampled at 44 100 Hz. The system collects 
the audio-visual data of the bearing under an inner 
raceway fault to verify the validity of the proposed 
model in extracting the information of the fault vibra⁃
tion spectrum. The pre-trained model is directly 
used for testing in this dataset. The video and audio 
data are processed the same as the GRID and 
UF101 dataset to fit the pre-trained model.

2. 2 Data preprocessing　

There are two processing methods for video da⁃
ta. The first is to crop the area of interest （such as 
the mouth of speakers， the part of the hand-played 
instrument， etc.） to a size of 64 pixel×64 pixel. 
The second method does not crop the frames but re⁃
sizes the video frames to 64 pixel×64 pixel. It is a 
common preprocessing method to crop the video 
frame and obtain the ROI as the visual input of the 
network in the speech signal processing task of au⁃

dio-visual fusion. The raw audio wave is mixed with 
the original noise signal， and the signal-to-noise ra⁃
tio after mixing is controlled to be -5—0 dB.

The video data uses a phase-based method［36］ 
to extract temporal information. The frame rate of 
the video is uniformly resampled to 25 frame/s. A 
total of 50 frames are selected as the video stream in⁃
put， which is the size of 64×64×50. Audio fea⁃
tures are extracted by FFT as spectral information 
which is fed to the audio encoder. It can be divided 
into three different width spectrums 0—100 Hz， 0—
500 Hz， and 0—1 000 Hz. By combining two class⁃
es of videos input， four experiments with different 
types of input and output are designed.

3 Experiment Results and Discus‑
sion

3. 1 Setup

To evaluate the performance of the proposed 
audio-visual fusion broadband spectrums extraction 
model， this paper uses an audio-only model and sev⁃
eral audio-visual fusion models for comparison. 

Fig.3　Cropped video segments of 64 pixel×64 pixel in the dataset

Fig.4　Audio waveform visualization in the dataset
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These models all use the audio spectrums as the out⁃
put， and the tasks of these networks include speech 
enhancement， video sound generation， etc. We use 
the following models to compare both quantitatively 
and qualitatively. TCNN［37］ is a temporal convolu⁃
tional network based on audio-only. It is a speech 
enhancement algorithm which extracts clean spec⁃
trum from audio input with noise. It is mainly used 
for comparison with audio-visual fusion models. 
L2L［38］ is an audio-visual fusion network for speech 
separation tasks. This audio-visual model extracts a 
single speech spectrum from a mixture of sounds 
such as other speakers and background noise. MF⁃
CNN［39］ is an audio-visual fusion network for speech 
enhancement tasks. It has an encoder-decoder struc⁃
ture with the multi-scale fusion strategy. This mod⁃
el can remove the noise components of the input 
spectrum by audio-visual fusion. RegNet［40］ is an au⁃
dio-visual joint training network for the prediction 
of sound from video. This model is designed to pre⁃
dict the frequency spectrum of an object in the input 
video.

The experimental results used the following 
evaluation metrics to evaluate model performance. 
Mean squared error（MSE） is used for measuring 
the distance between spectrums. Logarithmic spec⁃
trum distance（LSD） and log-likelihood ratio（LLR） 
show the overall similarity of the spectrums. The 
signal-to-noise ratio（SNR） and the segmented sig⁃
nal-to-noise ratio（SegSNR） weigh the energy level 
of the effective signal and the noise signal.

3. 2 Comparison with audio‑only model　

To determine the significance of audio-video fu⁃
sion， the temporal convolutional neural network
（TCNN） is contrasted. It is an audio-only model 
and the result can be found in Table 3. TCNN has a 
similar structure to the proposed model in this pa⁃
per， consisting of an encoder-decoder structure and 
a time-domain convolution module （TCM） with a 
residual structure.

Two experiments are conducted with the out⁃
put bandwidths of 500 Hz and 1 000 Hz. In each ex⁃
periment， the audio-only model shares the same au⁃
dio input as the AVRF. In the 500 Hz experiment， 

the AVRF has a better performance than TCNN in 
most evaluation metrics. Moreover， in the case of 
1 000 Hz， the proposed model even gets a better im ⁃
provement in metrics compared with the audio-only 
model. This proves that the multi-modal fusion pro⁃
cess can select more effective information from the 
multiple modal features. The audio-video fusion 
method can extract a more accurate spectrum than 
the single-modal method.

The qualitative comparison results in Fig.5 
also show the extraction of frequency values by 
TCNN and AVRF. The red dot points out the 
peak value predicted at the wrong position. The 
spectrum of TCNN has four frequency peaks at 
107， 214， 238， and 321 Hz. Three of them are 

Table 3　Performance of the audio‑only model TCNN 
and the proposed AVRF

Bandwidth/ 
Hz

500

1 000

Model

TCNN

AVRF

TCNN

AVRF

MSE

0.016

0.007

0.013

0.009

LSD

0.956

0.947

1.014

0.987

SNR

1.203

2.933

0.814

2.143

LLR

1.491

1.571

1.623

1.532

SegSNR

0.235

1.427

0.819

2.229

Fig.5　Comparison results of the extracted spectrum
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the same as the peaks in the ground truth. Howev⁃
er， the peak of 238 Hz is completely predicted 
wrongly. The frequency peaks in the spectrum of 
AVRF and the ground truth are the same at 107， 
214， and 321 Hz. In addition， the frequency ampli⁃
tude of AVRF is closer to the ground truth than 
that of TCNN. Therefore， the qualitative compari⁃
son proves that the AVRF model can extract a 
more accurate broadband spectrum than the audio-

only model.

3. 3 Comparison with audio‑video fusion models

It is commonly used short-time Fourier trans⁃
form （STFT） or Mel cepstral transform for audio 
feature preprocessing in tasks such as speech recog⁃
nition and speaker recognition. These methods com ⁃
press the spectrum over frequency bands to repre⁃
sent deep semantic features. The frequency resolu⁃
tion of them is usually selected as 80 or 160. There⁃
fore， many audio-visual fusion networks are limited 
in outputting spectrum with a high-frequency resolu⁃
tion.

A subjective comparison test is conducted to 
examine the effectiveness of the proposed model. 
Three experiments perform with the output band⁃
width of 100， 500， and 1 000 Hz. In the 100 Hz ex⁃
periment （Table 4）， the spectrum extracted by MF⁃
CNN outperforms the others in evaluation metrics. 
Other comparative models have also achieved simi⁃
lar performance， and the proposed model has no su⁃
periority in narrow-band spectrum extraction.

In the 500 and 1 000 Hz experiment （Tables 
5， 6）， the AVRF has achieved a clear improvement 
with a 25% reduction of MSE scores， 10% reduc⁃
tion of LSD scores， 18% increase of SNR and Seg⁃
SNR than the state of the art models. As new struc⁃
tures have been added to the AVRF， including 

STC in video encoder and the deep residual fusion 
module. It can be observed that models with deeper 
network layers （such as L2L） have a relatively bet⁃
ter performance than MFCNN and RegNet. Hence 
the improvement of AVRF is primarily for two rea⁃
sons， the STC in video encoder instead of convolu⁃
tion only in the spatial dimension and the deep resid⁃
ual fusion module， which has a stronger semantic 
representation ability. In addition， the proposed 
model also has a relatively better inference complexi⁃
ty， which is 209 giga floating point operations
（GFLOPs） compared with RegNet with 386 
GFLOPs， L2L with 238 GFLOPs and MFCNN 
with 83 GFLOPs.

A qualitative comparison between models is 
shown in Fig.6. The colored dashed lines mark the 
main frequency peaks， red arrows indicate the miss⁃
ing peak prediction， green arrows point out the 
wrong frequency amplitude， and orange arrows 
point out the peak value predicted at the wrong posi⁃
tion. The 500 Hz bandwidth output of the different 
models was visualized and compared as a spectrum. 
Frequency peaks have greater importance in the vi⁃
bration spectrum for containing more vibration infor⁃
mation. In bearing fault diagnosis， the frequency 
peak of bearing vibration can be used as effective in⁃
formation for judging the mechanical health status. 
Therefore， it is significant that the vibration extrac⁃
tion model can accurately output all the frequency 

Table 4　Performance of audio‑video fusion models with 
100 Hz bandwidth output

Model
L2L

RegNet
MFCNN
AVRF

MSE
0.002 2
0.005 4
0.003 1
0.007 2

LSD
0.398 0
0.578 9
0.466 7
0.636 4

SNR
16.061
11.639
16.150
9.661

LLR
0.869
0.732
0.634
1.518

SegSNR
15.772
13.254
18.492
10.742

Table 5　Performance of audio‑video fusion models with 
500 Hz bandwidth output

Model
L2L

RegNet
MFCNN
AVRF

MSE
0.015
0.022
0.021
0.007

LSD
0.864
1.067
1.047
0.947

SNR
1.751
0.482
0.611
2.933

LLR
1.465
1.554
1.652
1.571

SegSNR
1.324
0.587
0.655
1.427

Table 6　Performance of audio‑video fusion models with 
1 000 Hz bandwidth output

Model
L2L

RegNet
MFCNN
AVRF

MSE
0.012
0.021
0.022
0.009

LSD
0.952
1.172
1.085
0.987

SNR
1.896
0.482
0.611
2.143

LLR
1.611
2.203
1.865
1.532

SegSNR
1.352
0.232
1.127
2.229
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peaks.
The output from MFCNN and RegNet is al⁃

most impossible to accurately predict major frequen⁃
cy peaks. Similar to the comparison results of the 
evaluation metrics， L2L accurately extracts the 
first three main frequency peaks. However， L2L al⁃
so extracts additional non-existent frequency peaks 

at the wrong location. The AVRF model obtains re⁃
sults consistent with the ground truth， in which the 
frequency and amplitude of the peak are extracted 
accurately. The arrows of different colors indicate 
the frequency peak redundancy， the frequency peak 
missing， and the frequency peak mismatch in the 
output spectrum of the comparison model.

3. 4 Comparison between cropped and resized 
visual input　

The major previous audio-visual fusion models 
show a limited feature extraction capability of the vi⁃
sual processing module. In these models， the visual 
encoder is usually a pre-trained model with limited 
depth compared to a complete visual feature extrac⁃
tion network. Therefore， cropping the video frame 
to obtain ROI can reduce irrelevant visual input dur⁃
ing the fusion process. However， selecting the ROI 
usually requires additional detection algorithms， 
which leads to additional computational cost and af⁃
fects the real-time performance of the method， espe⁃
cially in mechanical fault diagnosis tasks.

The AVRF filters out irrelevant information in 
visual modality features through our audio-visual fu⁃

sion module based on the correlation between audio-

visual signals. In speech enhancement， emotion rec⁃
ognition， and other tasks， the RGB features of vid⁃
eo frames are often used as visual modal input. In 
the vibration extraction task， audio-visual modal fea⁃
tures have a stronger correlation， which both repre⁃
sent the motion information. The phase-based meth⁃
od is used to extract vibration information in video 
frames， and each pixel in the visual input represents 
a motion sequence， which is also one of the reasons 
why the audio-visual fusion method can effectively 
filter out irrelevant information.

To demonstrate the capability of AVRF for 
processing uncropped visual input， we test all models 
on cropped and resized visual input comparatively. 
The experimental results of cropping the ROI or not 

Fig. 6　Comparison results of the extracted spectrum
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are compared and the results are shown in Table 7. It 
can be found that the compared models have a de⁃
cline in the performance of the LSD and LLR met⁃
rics when the ROI is not selected. The model in this 
paper has almost no decline in these two indicators， 
indicating that the proposed model achieves a better 
fusion of features from different modalities. The pro⁃
posed audio-visual fusion module can utilize the cor⁃
relation between audio features and visual features 
for better selecting the visual information to a cer⁃
tain extent.

3. 5 Test on bearing dataset　

The vibration of rotating machinery has the 
characteristics of high frequency， small amplitude， 
and periodicity. The natural frequency and high-fre⁃
quency harmonics of bearing vibration can reflect 
the state of rotating machinery. The AVRF model 
has a better performance in extracting high-frequen⁃
cy vibration information. The visual modal features 
can accurately extract small-amplitude vibration in⁃
formation， and audio modal features contain high-

frequency and periodic vibration information. There⁃
fore， the AVRF model is suitable for bearing vibra⁃
tion extraction.

To examine the effectiveness of the proposed 
model for bearing vibration spectrum extraction， a 
test on a bearing audio-visual dataset is presented. 
The results are shown in Table 8. The vibration sig⁃
nal has a more effective energy level than that of the 
speech or musical instrument signals. Therefore， 
the signal-to-noise ratio metrics are better in the ro⁃

tor dataset experiment. The proposed model has 
achieved similar performance for the rest metrics on 
two different types of the test dataset. The proposed 
model demonstrates a robust performance on broad⁃
band vibration spectrum extraction.

Fig.7 shows the spectrum visualization of the 
proposed model and the ground truth. The AVRF 
model obtains similar results with the ground truth， 
and the frequency of the peak is extracted accurate⁃
ly. The comparison results demonstrate that AVRF 
can be adapted to the task of extracting the wide⁃
band vibration spectrum of the mechanical bearing. 
In addition， it can be seen that the bearing vibration 
spectrum has more frequency peaks and less back⁃
ground noise energy， which is significantly different 
from the speech and instrument. This indicates that 
AVRF has stronger adaptability to different types of 
vibration extraction.

4 Conclusions

This paper proposes a broadband vibration 
spectrum extraction model based on audio-visual fu⁃
sion， which can be applied to extract the vibration 
spectrum of rotating machinery. The audio and visu⁃

Fig.7　Comparison results of the extracted spectrum on 
bearing audio-visual dataset

Table 7　Performance of all the models with 500 Hz spec‑
trum and no cropping visual input

Model

TCNN

L2L

RegNet

MFCNN

AVRF

Preprocessing
Cropping

No cropping
Cropping

No cropping
Cropping

No cropping
Cropping

No cropping
Cropping

No cropping

MSE
0.015
0.016
0.015
0.149
0.019
0.022
0.021
0.018
0.007
0.007

LSD
0.956
0.903
0.864
0.965
1.067
1.014
1.047
1.160
0.947
0.938

LLR
1.491
2.013
1.465
1.847
1.554
1.869
1.652
1.651
1.571
1.588

Table 8　Performance of the AVRF on different datasets

Dataset
GRID and UF101

Bearing dataset

MSE
0.007
0.011

LSD
0.947
0.730

SNR
4.140
6.060

LLR
1.571
1.316

SegSNR
4.427
6.302
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al features are extracted by the audio encoder and 
the video encoder respectively， and the outputs of 
encoders are merged by the audio-visual fusion mod⁃
ule composed of fully-connected layers and multiple 
residual modules to obtain the audio-visual hybrid 
features. Finally， the fused features are extracted to 
a broadband spectrum through the decoder.

Compared with the state-of-the-art audio-visual 
fusion spectrum extraction models， the model in 
this paper has a better performance in multiple 
broadband prediction experiments on the joint data 
of GRID and UCF101. The proposed model reduc⁃
es the spectrum extraction error by 25% and im⁃
proves the accuracy of vibration spectrum extraction 
by 15% in noisy environment. By comparing the 
generated spectrograms， the broadband spectrum 
extracted by AVRF is closer to the ground truth， 
the position and amplitude of frequency peak in the 
spectrum are almost accurately predicted. In addi⁃
tion， the pre-trained model on the GRID and 
UCF101 joint dataset are tested on the bearing au⁃
dio-visual dataset， and it also achieved a good per⁃
formance on multiple evaluation indicators. For fu⁃
ture studies， the attention mechanism can be used in 
the audio-visual fusion stage to achieve a more bal⁃
anced fusion representation， by filtering out unim ⁃
portant information and some noise.
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基于视听融合的宽频带振动频谱提取

程 遥， 于若颜， 彭 聪
（南京航空航天大学自动化学院，南京 211106，中国）

摘要：提取振动频谱对于旋转机械的故障诊断至关重要。环境和噪声的多样化限制了传统单模态振动提取方法

的性能。由于视听信号具有不同的采样频率、噪声和环境限制，视听融合算法可以有效解决单一模态存在的问

题。基于此，文中提出了一种基于视听融合深度卷积神经网络的宽带频谱提取方法，该方法充分融合了不同模

态的有效信息。该模型基于双流编码器从不同的模态中提取特征，使用深度残差融合模块提取高级融合特征并

输出给解码器。实验结果表明，该模型的表现优于最新的振动提取方法，如 RegNet， MFCNN 及 L2L 等，噪声环

境下的振动频谱提取准确率提高 15%。

关键词：振动频谱提取；视听融合；卷积神经网络；故障诊断；深度学习
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