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Abstract: In order to solve the problem of increasing tracking error of flexible joint system caused by model 
uncertainty and external unknown disturbance， a prescribed performance backstepping control method based on 
unknown state estimator and tracking differentiator is proposed. An unknown state estimator based on low-pass filter 
is designed， which can estimate the lumped disturbance only depending on the nominal value of the model. A novel 
finite-time convergence prescribed performance function is constructed. Based on this function， a backstepping 
controller is designed to ensure that all signals in the closed-loop system are bounded， and the joint tracking error 
converges to any given small area within the given time. To avoid the differential explosion of the backstepping 
controller， a tracking differentiator based on the improved Sigmoid function is designed to estimate the differential 
signal of virtual control law. The simulation results show that the proposed method can guarantee the joint tracking 
error converges to any given range within the finite time under the disturbance of unmodeled dynamics and unknown 
input， and can effectively improve the transient and steady-state performance of flexible joints.
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0 Introduction 

Robots with flexible joints are widely used in 
various scenes［1-2］， which require higher control ac⁃
curacy of flexible joints. The model-based control 
method is considered to be one of the most effective 
methods. However， it is difficult to establish an ac⁃
curate dynamic model of the flexible joint system. 
Factors such as joint hardware parameter errors， 
nonlinear modes， and joint stiffness changes will 
cause a large deviation between the theoretical mod⁃
el and the actual system， thereby reducing the mod⁃
el-based control accuracy. In addition， flexible joints 
usually need to face various unknown external dis⁃
turbances in complex environments. These un⁃
known disturbances will increase the joint tracking 

error and even cause the system to lose control［3-4］. 
Therefore， improving the tracking accuracy of flexi⁃
ble joints under the influence of unknown disturbanc⁃
es is the focus of research.

In general， the unknown disturbances of flexi⁃
ble joint system mainly come from unmodeled dy⁃
namics and external disturbances. In order to reduce 
the joint tracking error， Davis et al.［5］ proposed a 
computational torque control method， but this meth⁃
od relies on an accurate dynamic model， which is al⁃
most impossible in practical application. Robust con⁃
trol and adaptive control are considered effective 
control methods for dealing with unknown distur⁃
bances［6-7］. However， there is no unified parameter 
tuning method for adaptive control， which increases 
the difficulty of its application. The neural network 
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has a strong nonlinear fitting ability， and it can bet⁃
ter approximate and compensate the unmodeled dy⁃
namics of the system［8-9］. However， the large 
amount of calculation and slow convergence speed 
of the neural network will reduce the transient perfor⁃
mance of the system. In recent years， the develop⁃
ment of observers has provided effective tools for es⁃
timating unmodeled dynamics and external distur⁃
bances. For example， Xi et al.［10］ designed a sliding 
mode disturbance observer （SMDOB）. Xue et al.［11］ 
proposed an extended state observer （ESO） for esti⁃
mating uncertain nonlinear disturbances. Xu et al.［12］ 
proposed an unscented Kalman filter （UKF）. These 
studies provide new methods and ideas for the uncer⁃
tainty estimation of robot systems， but the design of 
these observers usually needs to calculate the in⁃
verse of the coefficient matrix and depends on the ac⁃
curate system dynamics model. Na et al.［13］ pro⁃
posed a design method for unknown state estima⁃
tor， which is simple in structure and easy to tune pa⁃
rameters， but it still needs further improvement in 
reducing model dependence.

The above research is devoted to improving the 
steady-state accuracy of robot joints， while less con⁃
sidering the transient response constraints of the sys⁃
tem. In order to make the joint response better close 
to the desired dynamic performance， Bechlioulis et 
al.［14］ proposed the concept of prescribed perfor⁃
mance control （PPC）. This method can design the 
minimum convergence rate and maximum overshoot 
of the system according to the expected dynamic per⁃
formance. Moreover， the tracking error can be con⁃
fined within the allowable range no matter whether 
there exists the unknown change of model parame⁃
ters or not［15］. Although the traditional exponential 
performance function can adjust the convergence 
rate by changing the exponential parameters， it is 
still infinite time convergence in theory. Therefore， 
Liu et al.［16］ proposed the concept of finite-time con⁃
vergence prescribed performance function （FT⁃
PF）， and gradually developed the improved expo⁃
nential performance function［17-18］， the sine perfor⁃
mance function［19］， the composite performance func⁃
tion［20］ and other forms. PPC provides support for 

achieving higher performance flexible joint control. 
However， the existing performance function still 
has problems such as complex solution， many con⁃
trol parameters and small adjustable range.

Backstepping control has advantages in realiz⁃
ing robust control or adaptive control of systems 
with uncertainties and unknown disturbances［21-22］. 
However， the high-order derivative of the virtual 
control law is involved in the backstepping process， 
which is easy to cause differential explosion and 
noise accumulation. The tracking differentiator 
（TD）［23］ effectively solves the problem of high or⁃
der derivative of signal. TD uses integral instead of 
differential process， which can reduce the amount of 
calculation and solve the problem of phase lag in the 
traditional filtering process. It is considered to be 
one of the most effective tools for obtaining signal 
derivative. Chen et al.［24］ applied TD in the back⁃
stepping controller， and proved that using the track⁃
ing differentiator to solve the derivative of the virtu⁃
al control law is feasible. Although various tracking 
differentiators with better performance have been 
gradually developed in subsequent studies［25-27］， the 
existing differentiators still cannot solve the contra⁃
diction between rapid convergence and convergence 
stability. When a fast convergence rate is needed， it 
may cause the oscillation of the convergence curve 
near the equilibrium point.

In this paper， a flexible joint backstepping con⁃
trol method based on unknown state estimator and 
improved tracking differentiator is proposed， and an 
improved finite-time convergence prescribed perfor⁃
mance function is introduced into the control equa⁃
tion to constrain the transient and dynamic perfor⁃
mance of the system response.

The proposed method has the following innova⁃
tions：（1） A finite-time convergence prescribed per⁃
formance function with exponential convergence 
（EFTPF） trend is designed. Compared with the tra⁃
ditional exponential presupposed performance func⁃
tion［15］， EFTPF has finite-time convergence charac⁃
teristics， and its convergence time is independent of 
the initial conditions， which can be arbitrarily given 
and set in advance. Compared with other FTPFs in 
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Refs.［16-20］， the exponential convergence trend of 
EFTPF is more conducive to the constraint re⁃
sponse overshoot， and its form is simpler and the 
control parameters are fewer.（2） An unknown state 
observer is designed to estimate model uncertainty 
and external disturbance of the joint system. Com⁃
pared with the other disturbance observers［10，13］， the 
observer designed in this paper only needs to know 
the nominal values of inertia and stiffness of the 
joint system to estimate the lumped disturbance， 
which reduces the model dependence.（3） A hybrid 
tracking differentiator based on improved Sigmoid 
function （ISTD） is designed to track the derivative 
of virtual control law. Compared with the existing 
tracking differentiator［23，25-27］， ISTD can adjust the 
concavity and convexity of the tracking function 
near the equilibrium point， which is helpful to im ⁃
prove the convergence stability while maintaining 
the tracking speed.

Finally， based on the above innovative theory， 
the prescribed performance backstepping controller 
of the flexible joint system is designed， and the Ly⁃
apunov function is designed to prove the stability of 
the system. According to the stability analysis re⁃
sults， the joint trajectory error satisfies the perfor⁃
mance constraint， and all signals of the closed-loop 
system satisfy the uniform boundedness.

1 Preliminaries and Problem For⁃
mulation 

1. 1 Useful technical lemmas and definitions　

Definition 1［15］ ρ（t） is a continuous function 
defined on the positive real number field， if it satis⁃
fies the following two conditions： （1） ρ（t） > 0 and 
ρ̇ ( t ) ≤ 0；（2）lim

t → ∞
ρ ( t ) = ρ∞ > 0， ρ（t） is called to 

be a performance function.
Lemma 1［28］ For bounded initial conditions， 

if there exists a C1 continuous and positive definite 
Lyapunov function V（x） satisfying  κ1 ≤ V ( x ) ≤
 κ2 ， such that V̇ ( x ) ≤ -βV ( x )+ γ， where κ1，

κ2： Rn→R， are class Κ functions， and β and γ are 
two positive constants， the solution x（t） is uniform ⁃
ly bounded.

Lemma 2［23］ System Σ is shown as
ì
í
îïï

ż1 ( t )= z2 ( t )
ż2 ( t )= f ( )z1 ( t ),z2 ( t )

where z1，z2 are the state variables of Σ. Provided 
that the tracking function f (⋅) has a solution， if any 
solution of Σ satisfies lim

t → ∞
z1 ( t )= 0， lim

t → ∞
z2 ( t )= 0， 

then for any bounded measurable and integratable in⁃
put signal r（t） and any constant T > 0， the system 
Σ 0 is shown as

ì

í

î

ïïïï

ïïïï

v̇1 ( t )= v2 ( t )

v̇2 ( t )= R2 f ( )v1 ( t )- r ( t ), v2 ( t )
R

and it satisfies

lim
R → ∞ ∫

0

T

|| v1 ( t )- r ( t ) dt = 0

where time constant R>0，and v1， v2 are the state 
variables of the system Σ 0.

1. 2 Problem formulation　

Consider the flexible joint physical model 
shown in Fig.1， where n is the reduction ratio.

The flexible joint dynamics model can be ex⁃
pressed as［29］

ì

í

î

ïïïï

ïïïï

Iq̈+ K ( q- θ )+ 1
2 mgl sin ( q )+ τ fl

+ d 1 = 0

Jθ̈- K ( q- θ )+ τ fm
+ d 2 = τ

  (1)

where q，q̇，q̈ are the position， velocity， and acceler⁃
ation vectors of the connecting rod， respectively； 
θ，θ̇，θ̈ are the position， velocity， and acceleration 
vectors of the reducer， respectively； mglsin（q） is 
the gravity term of the connecting rod； I and J are 
the rotational inertias of the connecting rod and the 

Fig.1　Physical model of single link flexible joint manipula⁃
tor
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joint motor， respectively； K is the joint stiffness； τ 
is the driving torque； τ fl

 and τ fm
 are the friction 

torques of connecting rod side and motor side， re⁃
spectively； d1 and d2 are unknown external distur⁃
bances. The changes of load side mass， friction and 
joint stiffness are nonlinear terms that are difficult to 
accurately model. We can regard the sum of these 
nonlinear terms and external disturbances as lumped 
disturbances， and design observers to estimate the 
lumped disturbances. A lumped disturbance contain⁃
ing model uncertainties and external disturbances is 
defined as
ì

í

î

ïïïï

ïïïï

δ1 = ΔIq̈+ ΔK ( q- θ )+ 1
2 mgl sin ( q )+ τ fl

+ d 1

δ2 = ΔJθ̈- ΔK ( q- θ )+ τ fm
+ d 2

(2)
where Δ is the parameter uncertainty component. 
Therefore， Eq.（1） can be rewritten as

ì
í
î

ïï
ïï

Im q̈+ Km ( q- θ )+ δ1 = 0
Jm θ̈- Km ( q- θ )+ δ2 = τ

(3)

where Im， Jm and Km are the nominal values of con⁃
necting rod inertia and motor inertia， and the joint 
stiffness coefficient，respectively. They satisfy J=
Jm + ΔJ， I= Im + ΔI and K= Km + ΔK.

Define x1=q， x2= q̇， x3= θ， x4= θ̇， and we 
can obtain the equation of state of the system as

ì

í

î

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ẋ1 = x2

ẋ2 = - Km ( x 1 - x3 )
Im

- δ1

Im

ẋ3 = x4

ẋ4 = Km ( x 1 - x3 )
Jm

+ τ - δ2

Jm

y = x1

(4)

where y is the output of the system.
To simplify the difficulty of the model analy⁃

sis， the following assumptions are made.
Assumption 1 We only consider a single-

joint flexible joint manipulator which can rotate in 
vertical plane. The connecting rod is rigid and the 
center of mass is at the center of the link.

Assumption 2 Assume that δ1 and δ2 and 
their derivatives are bounded， i. e there exists hi>0 
and gi>0 such that  δi ≤ hi， δ̇ i ≤ gi， i=1，2.

The unmodeled perturbation in δi is a continu⁃

ous bounded function of time. Although some stud⁃
ies have equivalent the friction term to the form of a 
switching function， this does not affect that the fric⁃
tion term is still a continuous function of time in ac⁃
tual joint motion. Therefore， Assumption 2 holds 
for unmodeled disturbances. The boundedness as⁃
sumption of external unknown disturbances d1 and 
d2 is widely used in the design of disturbance observ⁃
ers， and the boundedness of external disturbances 
can be realized in practical robotic systems［30］. 
Therefore， Assumption 2 is reasonable and more re⁃
alistic.

The control objective in this paper is to design 
a controller τ with a finite-time convergence perfor⁃
mance function constraint for a flexible joint system 
（4） with model uncertainty and external distur⁃
bances， such that the joint output y rapidly and ac⁃
curately tracks a continuous bounded desired trajec⁃
tory yd.

2 Design of Unknown State Estima⁃
tor 

In this section， a filter-based flexible joint un⁃
known state estimator is designed to estimate the 
lumped disturbances δ1 and δ2. From Eq.（2）， 
lumped disturbances include unknown nonlinear dy⁃
namic factors such as joint stiffness， the mass of 
connecting rod side， friction and external disturbanc⁃
es. From Eq.（3）， we can reconstruct lumped per⁃
turbations δ1 and δ2 only using Im， Jm， Km and τ.

We first define the filtered variables x1f， x2f， 
x3f， x4f and τf with respect to x1， x2， x3， x4 and τ as

ì

í

î

ï

ï
ïïï
ï

ï

ï

ï

ï
ïïï
ï

ï

ï

kẋ1f + x1f = x1, x1f ( 0 )= 0
kẋ2f + x2f = x2, x2f ( 0 )= 0
kẋ3f + x3f = x3, x3f ( 0 )= 0
kẋ4f + x4f = x4, x4f ( 0 )= 0
kτ̇f + τf = τ, τf ( 0 )= 0

(5)

where k >0 is a filter parameter.
The low-pass filter in Eq.（5） aims to derive an 

invariant manifold for constructing the estimator 
without using the acceleration of joint.

Lemma 3 Consider system （4） with filtered 
variables defined in Eq.（5）， then the manifold Z 1=
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x2 - x2f

k
+ Km ( x 1f - x3f )+ δ1

Im
 is an invariant mani⁃

fold for any positive constant k， and 

lim
k → 0 { lim

t → ∞
Z 1 ( t )}= 0 is true.

Proof Derivation of Z1 is shown as

Ż 1=
ẋ2 - ẋ2f

k
+

Km ( )ẋ 1f - ẋ3f

Im
+ δ̇1

Im
=

          1
k ( ẋ2 - x2 - x2f

k
+

Km ( )x 1 - x1f - ( )x 3 - x3f

Im
+

          kδ̇1

Im )= 1
k ( )-Z 1 + kδ̇1

Im
(6)

Select a Lyapunov function as V Z1 = Z 2
1 2， 

such that

V̇ Z1 = Z 1
1
k ( - Z 1 + kδ̇1

Im )= - 1
k

Z 2
1 + 1

Im
Z 1 δ̇1  (7)

According to the Young’s inequality and As⁃
sumption 2，we have

Z 1
δ̇1

Im
≤ 1

2k
Z 2

1 + k
2

δ̇ 2
1

I 2
m

≤ 1
2k

Z 2
1 + k

2I 2
m

g 2
1 (8)

So， there are

V̇ Z1 ≤ - 1
k

Z 2
1 + 1

2k
Z 2

1 + k
2I 2

m

g 2
1 = - 1

k
V Z1 +

k
2I 2

m

g 2
1                                                  (9)

Solving Eq.（ 9 ） yields V Z1≤exp（-t/k ）V Z1 （ 0 ）+ 
k 2

2I 2
m

g 2
1， which indicated that V Z1 ( t ) and Z1（t） are all 

bounded， and Z1（t） will exponentially converge to a 
residual set defined as

 Z 1 = 2V Z1 ≤ exp( )- t k Z 2
1 ( 0 )+ k 2

I 2
m

g 2
1   (10)

From Eq.（10）， g1 and k jointly determine the 

upper bound of Z1 with lim
k → 0 { lim

t → ∞
Z 1 ( t )}= 0， which 

indicates that Z1=0 is an invariant manifold.
Lemma 4 Consider system （4） with filtered 

variables defined in Eq.（5）， then the manifold Z 2=

x4 - x4f

k
-

Km ( )x 1f - x3f + ( )τf - δ2

Jm
 is an invariant 

manifold for any positive constant k， and 

lim
k → 0 { lim

t → ∞
Z 2 ( t )}= 0 is true.

Proof Derivation of Z2 is shown as

Ż 2=
ẋ4 - ẋ4f

k
-

Km ( )ẋ 1f - ẋ3f + ( )τ̇ f - δ̇2

Jm
=

          1
k ( ẋ 4 - x4 - x4f

k
-

Km ( )x 1 - x1f - ( )x 3 - x3f

Jm
-

          )τ - τf - kδ̇2

Jm
= 1

k ( - Z 2 + kδ̇2

Jm ) (11)

Select a Lyapunov function as V Z2 = Z 2
2 2， 

such that

V̇ Z2 = Z 2
1
k ( - Z 2 + kδ̇2

Jm )= - 1
k

Z 2
2 + Z 2

δ̇2

Jm
≤

            - 1
k

Z 2
2 + 1

2k
Z 2

2 + k
2J 2

m

δ̇ 2
2 ≤

            - 1
k

V Z2 + k
2J 2

m

g 2
2 (12)

Solving Eq.（ 12 ） yields V Z2 ≤exp （-t/k ）V Z2 （ 0 ）+  
k 2

2J 2
m

g 2
2， which indicated that V Z2 ( t ) and Z2（t） are 

all bounded， and Z2（t） will exponentially converge 
to a residual set defined as

 Z 2 = 2V Z2 ≤ exp( )- t k Z 2
2 ( 0 )+ k 2

J 2
m

g 2
2   (13)

From Eq.（13）， g2 and k jointly determine the 

upper bound of Z2 with lim
k → 0 { lim

t → ∞
Z 2 ( t )}= 0， which 

indicates that Z2=0 is an invariant manifold.
According to Lemmas 3，4， Zi=0（i=1，2） 

holds when k→0， we can design the following un⁃
known dynamic estimator as

ì

í

î

ï
ïï
ï

ï
ïï
ï

δ̂1 = -Km ( )x 1f - x3f - Im

k ( )x2 - x2f

δ̂2 = τf - Jm

k ( )x 4 - x4f + Km ( )x 1f - x3f

(14)

If the low-pass filter 1/（ks+1） is applied to 
both sides of the second and fourth equations in 
Eq.（4）， we can obtain

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

ẋ2f = - Km ( x 1f - x3f )
Im

- δ1f

Im

ẋ 4f = Km ( x 1f - x3f )
Jm

+ τf - δ2f

Jm

(15)

where δ1f and δ2f are filtered versions of δ1 and δ2， 
which are given by

ì
í
î

ïï
ïï

kδ̇1f + δ1f = δ1

kδ̇2f + δ2f = δ2

(16)

From Eqs.（14，15）， we can obtain： δ̂1 = δ1f，
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δ̂2 = δ2f . In this case， we can verify that δ̇̂1 = δ̇1f =
δ1 - δ1f

k
= δ1 - δ̂1

k
， δ̇̂2 = δ̇2f = δ2 - δ2f

k
= δ2 - δ̂2

k
. 

If the error of the estimator is defined as 
δ͂ i = δi - δ̂ i， the derivative of the error is expressed 
as

ì

í

î

ï
ïï
ï

ï
ïï
ï

δ̇͂1 = δ̇1 - δ̇̂1 = - 1
k

δ͂1 + δ̇1

δ̇͂2 = δ̇2 - δ̇̂2 = - 1
k

δ͂2 + δ̇2

(17)

Theorem 1 Consider system （1） with estima⁃
tor （14） for lumped uncertainties δi， then the esti⁃
mation error δ͂ i is bounded by

ì

í

î

ï
ï
ïï
ï
ï

ï

ï
ïï
ï

ï

 δ͂1 ≤ exp ( )- t
k

δ 2
1 ( 0 )+ k 2 g 2

1

 δ͂2 ≤ exp ( )- t
k

δ 2
2 ( 0 )+ k 2 g 2

2

(18)

so that δ̂ i → δi hold for k→0 or gi→0.
Proof Take δ͂1 for example， select a Lyapu⁃

nov function as V δ͂1
= δ͂ 2

1 2， and get its derivative as

V̇ δ͂1
= δ͂1 δ̇͂1 = δ͂1 ( - 1

k
δ͂1 + δ̇1)≤

           - 1
k

δ͂ 2
1 + 1

2k
δ͂ 2

1 + k
2 δ̇ 2

1 ≤ - 1
k

V δ͂1
+ k

2 g 2
1 (19)

Solving Eq.（19）， we can obtainV δ͂1
≤    

exp ( - t k )V δ͂1
( 0 )+ k 2 g 2

1 2. Further known that 

 δ͂1 = 2V δ͂1
≤ exp( )- t k δ͂ 2

1 ( 0 )+ k 2 g 2
1 ， and 

when k→0， δ̂1 → δ1.
Similarly， if we select V δ͂2

= δ͂ 2
2 2， we can ob⁃

tain：  δ͂2 = 2V δ͂2
≤ exp( )- t k δ͂ 2

2 ( 0 )+ k 2 g 2
2 ，

and when k→0， δ̂2 → δ2.
Remark 1 The unknown state observer 

shown in Eq.（14） only needs to know the nominal 
values of joint inertia and stiffness， which reduces 
the dependence on nonlinear model parameters such 
as load side mass and friction torque. Moreover， the 
Eq.（14） does not need to obtain the acceleration sig⁃
nal of the system， which reduces the influence of 
signal noise. Therefore， the estimator designed in 
this paper is easier to implement in actual control.

Remark 2 The filtering parameter k deter⁃
mines the estimation error of the estimator and the 

sensitivity of the estimator to noise［13］. Usually， k is 
taken as a small constant to reduce the estimation er⁃
ror.

3 Finite⁃Time Performance Func⁃
tion 

According to Definition 1， give the definition 
of a performance function with finite time conver⁃
gence.

Definition 2［16］ A smooth function ρ（t） is 
called FTPF if it satisfies the following properties： 
（1） ρ（t）>0 and ρ̇ ( t ) ≤ 0； （2） lim

t → T1

ρ ( t ) = ρ∞ 

which is an arbitrarily small positive number；
（3） ρ（t）=  ρ∞ for any t≥T1 with T1 being the set⁃
tling time.

According to Definition 2， an EFTPF is pro⁃
posed by setting T1 as the preset convergence time 
parameter
ρ ( t )=

ì

í

î

ïïïï

ï
ïï
ï

( )ρ0 - ρ∞ ( )1
T 2

1
t 2 - 2

T 1
t+ 1

α

+ ρ∞ 0≤ t< T 1

ρ∞     t≥ T 1

(20)
where α ≥ 1 is the convergence coefficient； ρ0 =
ρ ( 0 )， ρ∞ = lim

t → T1

ρ ( t ) are the initial value and stable 

value of the performance function， respectively， 
and satisfy ρ0 > 2ρ∞ > 0.

Remark 3 The EFTPF （1） satisfies all prop⁃
erties in Definition 2， that is， ρ（t） can converge to 
ρ∞ within a given time T1. Furthermore， the reason 
why α ≥ 1 is to ensure that EFTPF is a concave 
function， which will help to suppress overshoot.

In order to constrain the joint tracking error in a 
predetermined range， let e = y - yd， and define the 
following inequality constraints

-ρ ( t ) < e ( t ) < ρ ( t ) (21)
Under the constraints of boundary ρ（t） and 

- ρ（t）， the error e（t） will converge with the con⁃
vergence speed of the prescribed performance func⁃
tion.

Remark 4 In contrast to the existing expo⁃
nential performance function ψ（t）=（ψ0 − ψ∞）e−σt+
ψ∞

［15］， Eq.（20） has the performance of finite-time 
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convergence. Meanwhile， it can be seen from Defi⁃
nition 2 and Eq.（21） that EFTPF still makes e（t） 
possess the predefined transient and steady-state per⁃
formances.

Remark 5 Compared with［16］

ξ ( t ) =
ì
í
î

ïïïï

ïïïï
( )ξ η

0 - ληt
1
η + ξ∞ 0 ≤ t < T 1

ξ∞     t ≥ T 1

Eq.（20） needs fewer parameters to be tuned 
and has simpler structure. In ξ（t）， the convergence 
time is calculated by T 1 = ξ η

0 ηλ， and η =
q p ∈ ( ]0，1  with p and q defined as any positive odd 
and even integer， respectively. Therefore， when we 
need to change the constraint conditions of system 
response， we need to calculate the appropriate pa⁃
rameters p， q and λ first.

Remark 6 In contrast with［19］

ϑ ( t )=
ì

í

î

ïïïï

ïïïï

( )ϑ0-ϑ∞ ( )sin ( 2πt T 1 )
2π - t

T 1
+ϑ0 0≤t<T 1

ϑ∞    t ≥T 1

Eq.（20） has the ability to adjust the decline 
rate of performance function. In ρ（t）， the greater 
the value of α， the faster the decline rate of perfor⁃
mance function， which helps to suppress system 
overshoot. In ϑ ( t )， however， ϑ ( t ) is a convex func⁃
tion when t →0， which is not conducive to suppress⁃
ing system overshoot.

Remark 7 Compared with［20］

φ̇ ( t ) =
ì

í

î

ï
ïï
ï

ï
ïï
ï

- ( )φ 0 - φ∞
1 - κ

( )1 - κ T 1
( )φ ( t )- φ∞

κ
0 ≤ t < T 1

φ∞      t ≥ T 1

φ ( t ) and Eq.（20） have similar exponential con⁃
vergence characteristics and the same finite time 
convergence ability. However， the proposed design 
process of Eq.（20） is simpler， because φ ( t ) require 

either V̇ ( x )+ b (V ( x )) κ ≤ 0，x ∈ P with b >0 and 
κ∈（0，1）， and P ⊆ D is an open neighborhood of 
the origin［31］. In addition， the expression of φ ( t ) is 
given by the solution of differential equation， while 
Eq.（20） avoids the process of solving differential 
equation.

In order to simplify the difficulty of control law 
design， inequality constraints of Eq.（21） can be 
transformed to equality constraints. The errors are 
transformed as follows

l ( ε1 ( t )) = e ( t )
ρ ( )t

(22)

where ε1（t） is a transformed error； l（ε1（t）） a func⁃
tion about the transformed error， which needs to sat⁃
isfy the following conditions besides smooth， revers⁃
ible and strictly increasing

lim
ε1 → -∞

l ( ε1 ( t )) = -1, lim
ε1 → +∞

l ( ε1 ( t )) = 1 (23)

In order to meet the above conditions， l（ε1） 
can be taken as

l ( ε1 ) = eε1 - e-ε1

eε1 + e-ε1
(24)

Because l（ε1） is reversible， the transformed er⁃
ror ε1（t） can be expressed as

ε1 ( t )= l-1 ( e ( t )
ρ ( t ) )= 1

2 ln e ( t )+ ρ ( t )
ρ ( t )- e ( t )

(25)

The derivative of ε1（t） is

ε̇1 ( t )= dl-1

dt
= 1

2
ρ ( t )- e ( t )
e ( t )+ ρ ( t ) ( e ( t )+ ρ ( t )

ρ ( t )- e ( t ) ) '
=

                ė ( t ) ρ ( t )- e ( t ) ρ̇ ( t )
ρ2 ( t )- e2 ( t )

=

                Γ (e,ρ) ( ė ( t )- e ( t ) ρ̇ ( t )
ρ ( t ) ) (26)

where Γ (e，ρ)= ρ
ρ2 - e2 .

The nature of PPC is barrier function based 
control， and thus whenever the error approaches the 
boundary function， the control input would be large 
enough to suppress the error［32］. Therefore， as long 
as the actuator does not fall into saturation， there 
will be no singular problem in Eq.（25）. At the same 
time， it is also necessary to select the performance 
function parameters according to the actual perfor⁃
mance of the controlled object to avoid the actuator 
saturation problem.

4 Controller Design 

4. 1 Prescribed performance⁃based backstep⁃
ping controller　

In order to enable the flexible joint to track the 
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desired trajectory quickly and accurately， and meet 
the performance function constraints， this section 
will design a backstepping controller based on the 
conversion error. The detailed steps are as follows.

Step 1 Construct Lyapunov function V1

V 1 = 1
2 ε2

1 (27)

There is

V̇ 1 = ε1 ε̇1 = ε1 Γ ( ẋ 1 - ẏd - eρ̇
ρ )=

ε1 Γ ( ε2 + λ1 - ẏd - eρ̇
ρ ) (28)

Let ε2 = x2 - λ1， and taking the virtual control 
law λ1 as

λ1 = ẏd + eρ̇
ρ

- k1 Γ-1 ε1 (29)

where k1 is a constant greater than 0. Eq.（28） may 
be rewritten as

V̇ 1 = ε1 ε̇1 = -k1 ε2
1 + ε1 Γε2 (30)

Step 2 Construct Lyapunov function V2

V 2 = V 1 + 1
2 Im ε2

2 (31)

There is
V̇ 2 = V̇ 1 + Im ε2 ε̇2 =

           V̇ 1 + Im ε2
1
Im
( - Km( x 1 - x3 ) - δ1 - Im λ̇1)=

           V̇ 1 + ε2( - Km x 1 + Km ε3 + Km λ2 - δ1 - Im λ̇1)
(32)

Let ε3 = x3 - λ2， and taking the virtual control 
law λ2 as

λ2 = 1
Km

( δ̂1 + Im λ̇̂1 - k2 ε2 - ε1 Γ + Km x 1) (33)

where k2 is a constant greater than 0； and λ̇̂1 the esti⁃
mated value of the first derivative of the virtual con⁃
trol law λ1. Since the derivative process of λ1 has the 
risk of differential explosion and noise interference， 
the derivative estimation value is used to replace the 
differential solution process.

According to Eq.（33）， Eq.（32） can be rewrit⁃
ten to

V̇ 2 = V̇ 1 + Im ε2 ε̇2 = V̇ 1 + Km ε2 ε3 - ε2 δ͂1 +

            Im ( λ̇̂1 - λ̇1) ε2 - k2 ε2
2 - ε1 ε2 Γ (34)

Substituting Eq.（30） into Eq.（34）， with

V̇ 2 = -k1 ε2
1 - k2 ε2

2 + Km ε2 ε3 - ε2 δ͂1 + Im ( λ̇̂1 - λ̇1) ε2

(35)
Step 3 Construct Lyapunov function V3

V 3 = V 2 + 1
2 ε2

3 (36)

There is
V̇ 3 = V̇ 2 + ε3 ε̇3 = V̇ 2 + ε3 ( x 4 - λ̇2 ) (37)

Let ε4 = x4 - λ3， and taking the virtual control 
law λ3 as

V̇ 3 = V̇ 2 + ε3 ε̇3 = V̇ 2 + ε3 ( ε4 + λ3 - λ̇2 ) (38)
To ensure system stability， the virtual control 

law λ3 is

λ3 = -k3 ε3 + λ̇̂2 - Km ε2 (39)

where k3 is a constant greater than 0； and λ̇̂2 the esti⁃
mated value of the first derivative of the virtual con⁃
trol law λ2.

Substituting Eqs.（35， 39） into Eq.（38）， we 
have

V̇ 3 = -k1 ε2
1 - k2 ε2

2 - k3 ε2
3 + ε2 Im ( λ̇̂1 - λ̇1)+

           ε3 ( λ̇̂2 - λ̇2)- ε2 δ͂1 + ε3 ε4 (40)

Step 4 Construct Lyapunov function V4

V 4 = V 3 + 1
2 Jm ε2

4 (41)

There is
V̇ 4 = V̇ 3 + Jm ε4 ε̇4 =

           V̇ 3 + Jm ε4
1
Jm
(Km( x 1 - x3 ) + τ - δ2 - Jm λ̇3)=

           V̇ 3 + ε4 (τ + Km( x 1 - x3 ) - δ2 - Jm λ̇3) (42)

For V̇ 4 ≤ 0， the control law τ is designed to

τ = -Km( x 1 - x3 ) + Jm λ̇̂3 + δ̂2 - k4 ε4 - ε3 (43)

where k4 is a constant greater than 0； and λ̇̂3 the esti⁃
mated value of the first derivative of the virtual con⁃
trol law λ3.

Substituting Eqs.（40，43） into Eq.（42）， with

V̇ 4 = -k1 ε2
1 - k2 ε2

2 - k3 ε2
3 - k4 ε2

4 + ε2 Im ( λ̇̂1 - λ̇1)+

           ε3 ( λ̇̂2 - λ̇2)+ ε4 Jm ( λ̇̂3 - λ̇3)- ε2 δ͂1 - ε4 δ͂2 (44)

Virtual control law Eqs.（29，33，39） and joint 
torque control Eq.（43） constitute the control equa⁃
tions of flexible joint system constrained by perfor⁃
mance function. Among them， larger controller 
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gains k1， k2， k3 and k4 can improve the convergence 
speed， but also increase the control torque［33］. 
Therefore， the selection of control gain needs to 
consider the constraint performance and control 
torque.

4. 2 Design of a hybrid differentiator based on 
an improved Sigmoid function　

According to Eqs. （29， 33， 39， 43）， the back⁃
stepping controller contains the high-order deriva⁃
tive term of the virtual control law， which makes 
the controller have the problems of differential ex⁃
plosion and noise superposition. In order to solve 
this problem， a tracking differentiator based on im ⁃
proved Sigmoid function is designed in this section 
to obtain the derivative of the virtual control law.

Lemma 2 shows that under the function f (⋅)， 
the solution v1（t） of the system Σ will fully approxi⁃
mate the input signal r（t） at any finite time T. If 
v̇1 ( t )= v2 ( t ) is taken as the differential of the input 
signal r（t）， then v2（r，t） will also converge to the 
generalized differential of r（t）. Therefore， f (⋅) de⁃
termines the global convergence and filtering ability 
of the tracking differentiator.

The Sigmoid function is monotonic， bounded 
and symmetric and is suitable for use as a tracking 
function for tracking differentiators. On the basis of 
ensuring the monotonicity， boundedness and sym ⁃
metry of the Sigmoid function， an improved Sig⁃
moid function is proposed by introducing magnitude 
factors and exponential factors

Sig ( v; a,b,c )= sgn ( v ) ⋅| a [ ( 1 + e-bv )-1 - 0.5] | c

(45)
where a is a magnitude factor used to adjust the out⁃
put amplitude； b and c are exponential factors to reg⁃
ulate the convergence properties near the equilibri⁃
um point， here c = q/p； p and q are positive odd 
numbers； | · | ensures that Sig（v） is meaningful over 
the domain of real numbers； and sgn（v） is a sym ⁃
bolic function of v and ensures that Sig（v） is an odd 
function about the equilibrium point. Fig.2 shows 
the curve of Eq.（45） when a， b and c take different 
values.

Remark 8 As can be seen from Fig. 2， with 

the increase of parameter c， the Sig function chang⁃
es from a convex function to a concave function near 
the equilibrium point， and the changing trend gradu⁃
ally slows down， but it still keeps a fast conver⁃
gence rate at the place far from the equilibrium 
point. Compared with sig（v）=a［（1+e-bv）-1-
0.5］［34］， the parameter c in Eq.（45） can effectively 
change the concave-convex property of the Sig func⁃
tion near the equilibrium point， and make the Sig 
function have the ability to approach 0+ as a concave 
function. This means that the tracking differentiator 
based on Eq.（45） will have both high-speed track⁃
ing ability and high convergence stability.

In order to keep a high convergence speed of 

Fig.2　Curves of improved Sig(v) function with different pa⁃
rameters
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state variables in the whole real number field， a hy⁃
brid system combining linear and non-linear is de⁃
signed.

Theorem 2 Design system Σ 1 as
ì

í

î

ïïïï

ï
ïï
ï

ż1 ( t )= z2 ( t )
ż2 ( t )= -z1 ( t )- Sig ( )z1 ( t ); a1,b1,c1 -
               z2 ( t )- Sig ( )z2 ( t ); a2,b2,c2

(46)

If a1，b1，a2，and b2 are all positive numbers 
greater than zero， and p and q are positive odd num ⁃
bers， then the system Σ 1 satisfies the Lyapunov as⁃
ymptotic stability condition， i.e.

lim
t → ∞

z1 ( t )= 0，lim
t → ∞

z2 ( t )= 0

Proof Construct the Lyapunov function as

V ( z1,z2 )=∫
0

z1

Sig ( ξ; a1,b1,c1) dξ + 1
2 z2

2 + 1
2 z2

1   (47)

Since Sig（x） is an odd function， z1 is the same 
sign as Sig（x） when z1≠0， so by the definite inte⁃
gral property we have

∫
0

z1

Sig ( ξ; a1,b1,c1) dξ > 0

Clearly V（z1，z2）>0. Taking the derivative of 
Eq. （47）， we have
V̇ ( z1,z2 )= Sig ( z1;a1,b1,c1 ) z2 + z2 ż2 + z1 z2 =
       Sig ( z1;a1,b1,c1 ) z2 + z2 (-z1 - Sig ( z1;a1,b1,c1 )-
       z2 - Sig ( z2;a2,b2,c2 ) ) z1 z2 =
       -z2

2 - z2 Sig ( z2;a2,b2,c2 )≤ 0 (48)
When V̇ ( z1，z2 )= 0， it can be concluded that 

z2=0 and ż2 = 0 from Eq.（48）， and further， z1=0 
and ż1 = 0 from Eq.（46）. Therefore， the system Σ 1 
is asymptotically stable with （0，0） as the equilibri⁃
um point， that is， when t→ ∞ ， we have z1→0， 
z2→0.

According to Lemma 2 and Theorem 1， design 
a hybrid tracking differentiator based on an im ⁃
proved Sigmoid function.

Theorem 3 Design system Σ 2 as
ì

í

î

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

v̇1 ( t )= v2 ( t )

v̇2 ( t )= R2ìí
î

-( v1 ( t )- r ( t ) )- Sig ( v1 ( t )-

ü
ý
þ

     r ( t ) )- v2 ( t )
R

- Sig ( )v2 ( t )
R

yΣ 2
= v1 ( t )

(49)
If a1， b1， a2， b2 and R are all positive numbers 

greater than zero， and p1， q1， p2 and q2 are positive 
odd numbers， then for any bounded measurable， in⁃
tegratable input signal r（t） and any T > 0， it satisfies

（1）lim
R → ∞ ∫

0

T

|| v1 ( t )- r ( t ) dt = 0；

（2）Σ 2 is a perturbation form of Σ 1.
Proof Since system Σ 2 and system Σ 0 have 

formal equivalence， it follows from Lemma 2 that 
conclusion （1） of Theorem 3 holds.

For the conclusion （2） of Theorem 3， note
e1 = v1 ( t )- r ( t ), e2 = v2 ( t )- ṙ ( t )

then the error system for the signal r（t） is expressed 
as
ì

í

î

ï

ï
ïïï
ï

ï

ï

ï

ï
ïïï
ï

ï

ï

ė1 = e2

ė2 = -R2é

ë
ê
êê
êe1 + Sig ( )e1 + e2 + ṙ ( t )

R
+

ù

û

ú
úú
ú          Sig ( )e2 + ṙ ( t )

R
- r̈ ( t )

(50)

that is
ì

í

î

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ï
ïï
ï
ï

ï

de1

dRt
= e2

R
d( e2 R )

dRt
=-é

ë
ê
êê
êe1 + Sig ( )e1 + e2 + ṙ ( t )

R
+

ù

û

ú
úú
ú                     Sig ( )e2 + ṙ ( t )

R
- r̈ ( t )

R2

(51)

If we take τ=Rt， z1（τ）=e1（t）， z2（τ）=e2（t）/
R， z=［z1， z2］T， Eq.（50） can be written as

ì

í

î

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ï
ïï
ï
ï

ï

dz1

dτ
= z2

dz2

dτ
= -é

ë
ê
êê
êz1 + Sig ( )z1 +( z2 + ṙ ( t )

R
)+

ù

û

ú
úú
ú            Sig ( )z2 + ṙ ( t )

R
- r̈ ( t )

R2

(52)

where lim
R → ∞

ṙ ( t ) R = 0 and lim
R → ∞

r̈ ( t ) R = 0.

At this point， Eq.（52） is equivalent to the sys⁃
tem Σ 1， and also has global zero asymptotic stabili⁃
ty. Therefore， Σ 2 is a perturbation form of Σ 1， and 
Theorem 3 is proved.

Remark 9 The system Σ 2 is a hybrid track⁃
ing differentiator based on the improved Sigmoid 
function （ISTD）， which can select appropriate R， 
a， b， and c according to the desired dynamic char⁃
acteristics. It is worth noting that the larger R val⁃
ue can improve the tracking speed， but it will re⁃

345



Vol. 40 Transactions of Nanjing University of Aeronautics and Astronautics

duce the noise suppression ability of the tracking 
differentiator. The increase of c will be beneficial 
to the smooth convergence of the tracking differen⁃
tiator， but the excessive value of c will also reduce 
the convergence rate. Therefore， the values of R 
and c should not be too large， and should be ad⁃
justed according to the expected tracking perfor⁃
mance.

Remark 10 If the state variables v1 and v2 in 
ISTD are respectively corresponding to the virtual 
control law λi and its derivative λ̇ i（i=1，2，3）， 
ISTD can effectively approximate the first deriva⁃
tive of any virtual control law. The advantage of do⁃
ing so is to avoid the differential explosion problem 
in the derivation process and suppress the signal 
noise.

4. 3 Stability analysis　

Select a Lyapunov function

V s = V 4 + 1
2 δ͂ 2

1 + 1
2 δ͂ 2

2 (53)

then calculate its derivative along Eq.（53） as

V̇ s = V̇ 4 + δ͂1 δ̇͂1 + δ͂2 δ̇͂2 =

           -k1 ε2
1 - k2 ε2

2 - k3 ε2
3 - k4 ε2

4 + ε2 Im ( λ̇̂1 - λ̇1)+

           ε3 ( λ̇̂2 - λ̇2)+ ε4 Jm ( λ̇̂3 - λ̇3)- ε2 δ͂1 - ε4 δ͂2 +

           δ͂1 δ̇͂1 + δ͂2 δ̇͂2 (54)
The tracking error of tracking differentiator can 

be controlled within a certain range， that is， there is 
a normal number ςi， satisfying［35］

|
|
|||| λ̇̂ i - λ̇ i

|
|
||||≤ ςi     i = 1,2,3 (55)

According to the Young’s inequality［36］

ì

í

î

ï

ï

ï

ï

ï
ïï
ï
ï

ï

ï

ï

ï

ï

ï

ï

ï
ï
ïï
ï

ï

ï

ï

ï

ï

ε2 Im ( )λ̇̂1 - λ̇1 ≤ 1
2 I 2

m ς 2
1 + 1

2 ε2
2

ε3 ( )λ̇̂2 - λ̇2 ≤ 1
2 ς 2

2 + 1
2 ε2

3

ε4 Jm ( )λ̇̂3 - λ̇3 ≤ 1
2 J 2

m ς 2
3 + 1

2 ε2
4

-ε2 δ͂1 ≤ 1
2 ε2

2 + 1
2 δ͂ 2

1

-ε4 δ͂2 ≤ 1
2 ε2

4 + 1
2 δ͂ 2

2

(56)

Substituting Eq.（19） and Eq.（56） into Eq.（54）， 
we can obtain

V̇ s ≤-k1 ε2
1 -( k2 - 1) ε2

2 - (k3 - 1
2 ) ε2

3 -( k4 - 1) ε2
4 -

      ( 1
2k

- 1
2 ) δ͂ 2

1 - ( 1
2k

- 1
2 ) δ͂ 2

2 + 1
2 I 2

m ς 2
1 + 1

2 J 2
m ς 2

3 +

      12 ς 2
2 + k

2 g 2
1 + k

2 g 2
2 (57)

According to Lemma 1， V̇ s can be expressed as
V̇ s ≤ -βV s + γ (58)

and β and γ are respectively expressed as
ì

í

î

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

β= min é
ë
êêêê2k1,

1
Im

( )2k2 - 2 ,2k3 - 1, 1
Jm

( )2k4 - 2 ,

ù
û
úúúú                 1

k
- 1, 1

k
- 1

γ= 1
2 I 2

m ς 2
1 + 1

2 J 2
m ς 2

3 + 1
2 ς 2

2 + k
2 g 2

1 + k
2 g 2

2

(59)

where， to satisfy β >0， take k1>0， k2>1， k3>1/
2， k4>1， k<1.

Solving the inequality （58）， one can easily ver⁃
ify that

0 ≤ V s( t ) ≤ V s( 0 ) exp ( - βt )+ γ
β (1 -

          exp ( - βt ) ) (60)

Further， by Eq.（53） and Eq.（60），we have

V 1 ≤ V s ≤ V s( 0 ) exp ( - βt )+ γ
β (1 - exp ( - βt ) )

(61)
that is
1
2 ε2

1 ≤ V s( 0 ) exp ( - βt )+ γ
β (1 - exp ( - βt ) )≤

          V s ( 0 ) exp ( - βt )+ γ
β

(62)

Substituting Eq.（25） into Eq.（62）， there is
1
2 ( 1

2 ln e + ρ
ρ - e ) 2

≤ V s ( 0 ) exp ( - βt )+ γ
β

≤

V s ( 0 )+ γ
β

(63)

Solving the inequality （63）， it can be obtained 
as

| e |≤

exp ( )( )8V s ( 0 )+ 8γ
β

1
2

- 1

exp ( )( )8V s ( 0 )+ 8γ
β

1
2

+ 1

| ρ |< | ρ | (64)

According to Eq.（64）， under the combined ac⁃
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tion of virtual control laws （29， 33， 39） and con⁃
troller （43）， joint tracking error always satisfies the 
boundary constraint of performance function， name⁃
ly e∈（-ρ， ρ）.

Remark 1 According to Eq.（60）， when t→
∞， Vs is bounded， and further according to Eq.（53）， 
ε1，2，3，4 and δ͂1，2 are also uniformly bounded. Because the 
desired trajectory yd and its derivatives are bounded， 
we can deduce that xi （i=1，2，3，4） is bounded from 
the boundedness of ε1，2，3，4. Further， according to 
Eq.（43）， the control equation τ is also bounded. 
Therefore， under the combined action of virtual con⁃
trol laws （29， 33， 39） and controller （43）， all closed-

loop signals are uniformly ultimately bounded.

5 Simulation Analysis 

In this section， the effectiveness and superiori⁃
ty of the proposed method are verified by simulation.

Firstly， in order to reflect the improvement of 
the prescribed performance function designed in this 
paper， we compared several performance function 
curves mentioned in Remarks 4—7. Taking T1=
4 s， the parameters of each performance function 
are shown in Table 1 and the curves of each function 
are shown in Fig.3.From Fig.3， it can be seen that 
compared with the traditional exponential perfor⁃
mance function ψ（t）， the performance function ρ（t） 
designed in this paper has finite time convergence 

characteristics. Compared with ϑ ( t )， ρ（t） can ad⁃
just the descent rate， and the concave function prop⁃
erty of ρ（t） can suppress the response overshoot 
more effectively. Compared with ξ（t）， ρ（t） has 
fewer adjusting parameters and a simpler form. 
Compared with φ（t）， ρ（t） avoids the process of 
solving differential equations. The convergence char⁃
acteristics of each performance function are consis⁃
tent with the description of Remarks 4—7 in the 
fourth part， which proves the advantages and cor⁃
rectness of the preset performance function designed 
in this paper.

To verify the effectiveness and advantage of the 
ISTD， the tracking performance of the ISTD is sim ⁃
ulated and compared with a modified tracking differ⁃
entiator with high stability and speed （MTD）［25］ and 
a sliding mode tracking differentiator （SMTD）［37］， 
using sin（t） as the input signal. MTD and SMTD 
are shown in Eqs.（65， 66）， respectively. The pa⁃
rameter values are shown in Table 2.

MTD is shown as
ì

í

î

ï

ï
ï
ïï
ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ẋ1 ( t )= x2 ( t )                                                         

ẋ2 ( t )= -aR2( )( x 1 ( t )- r ( t ) )+ x2 ( t )
R

-

                 bR2( )( x 1 ( t )- r ( t ) )m + ( )x2 ( t )
R

m

  (65)

SMTD is shown as
ì
í
î

ïïïï

ïïïï
ẋ1 ( t )= x2 ( t )- λ || x 1 ( t )- r ( t )

1
2 sgn ( x 1 ( t )- r ( t ) )

ẋ2 ( t )=-β sgn ( x 1 ( t )- r ( t ) )
(66)

The simulation results when tracking an ideal 
sinusoidal signal are shown in Fig. 4. In Fig. 4（a）， 
all three differentiators can achieve effective tracking 
of the given signal. In Fig.4（b）， SMTD has a more 
obvious oscillation near the equilibrium position， 
while the convergence of ISTD and MTD is rela⁃
tively smooth. However， compared with MTD， 

Table 1　Parameter values for performance functions

Function
ψ ( t )
ϑ ( t )
ξ ( t )
φ ( t )
ρ ( t )

Parameter value
ψ0 = 1,ψ∞ = 0.02,σ = 0.6

ϑ0 = 1,ϑ∞ = 0.02
ξ0 = 1,ξ∞ = 0.02,η = 0.5,λ = 0.5

φ 0 = 1,φ∞ = 0.02,κ = 0.6
ρ0 = 1,ρ∞ = 0.02,α = 2

Fig.3　Comparison of performance function curves

Table 2　Parameter values for tracking differentiators

Differentiator
ISTD
MTD

SMTD

Parameter value
R=50, a1,2=5, b1,2=5, c1,2=5/3

R=50, a=5, b=5, m=3
λ=6, β=8
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ISTD can estimate the differential signal within 
0.04 s and the estimation results are closer to the 
ideal case. Therefore， ISTD has a faster response 
time and higher derivative accuracy.

Adding random white noise with average ampli⁃
tude of 0.05 and sampling time of 0.01 s to the input 
signal sint. Comparing the filtering effect of the 
three differentiators， the results are shown in Fig.5. 
It can be seen in Fig. 5 that all three differentiators 
have the ability to suppress signal noise， but ISTD 
suppression effect is better than MTD and SMTD， 
and the noise has the least effect on the differential 
estimation results.

Finally， to verify the effectiveness of the back⁃
stepping controller designed in this paper， we com⁃
pared the control effects of the following methods.

Method 1 （M1） Eq.（14） is used as the un⁃
known state estimator， Eqs.（29，33，39） are used as 
the virtual control law， and Eq.（43） is used as the 
controller. The parameters of the performance func⁃
tion ρ（t） are： ρ0=1， ρ∞=0.02， α=2， T1=0.5 s.

Method 2 （M2） Eq.（14） is used as the un⁃
known state estimator. The function ξ（t） in Remark 

5 is used as the prescribed performance function， 
and the inversion controller is designed according to 
the same method as in Section 4.1. The parameters 
of the performance function ξ（t） are： ξ0=1， ξ∞ =
0.02， T1=0.5 s， η=1， λ=2.

Method 3 （M3） Eq.（14） is used as the un⁃
known state estimator. The function ψ（t） in Re⁃
mark 4 is used as the prescribed performance func⁃
tion， and the inversion controller is designed accord⁃
ing to the same method as in Section 4.1. The pa⁃
rameters of the performance function ψ（t） are： ψ0=
1， ψ∞=0.02， σ=2.

Method 4 （M4） PD controller， where KP =
10， KD =10.

The parameters of flexible joints are set as Im=

0.45 kg ⋅ m²， Jm=0.062 kg ⋅ m²， Km=15 N ⋅ m/rad， 
mgl=5 N ⋅m. The parameters of the virtual control 
law are k1=2， k2=5， k3=15， k4=10， and the filter⁃
ing coefficient k=0.01. The unknown disturbance is 
set as
ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

δ1=0.1Im q̈+0.1Km ( q-θ )+ 1
2 mgl sin q+

          0.1sgn ( q̇ )+0.1sin t
δ2=0.1Jm θ̈-0.1Km ( q-θ )+0.1sgn ( θ̇ )+0.1sin t

Fig. 4　Comparison of tracking performance of differentia⁃
tors in the absence of noise

Fig.5　Comparison of tracking performance of differentia⁃
tors in the presence of noise
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When the given trajectory is sin（2t）， the simu⁃
lation results are shown in Figs. 6—10. It can be 
seen from Figs. 6 and 7 that the three methods of 
M1， M2 and M3 can make the flexible joint system 
effectively track the given trajectory， which indi⁃
cates that the backstepping controller designed in 
this paper is effective. However， the steady-state er⁃
rors of M2 and M3 have obvious oscillation conver⁃
gence process， and the overshoots of M2 and M3 
are larger than that of M1. In contrast， EFTPF can 
not only make the tracking error of flexible joint sys⁃
tem converge in finite time， but also make the out⁃
put have smaller overshoot and steady-state error. 
In Fig.7（d）， the traditional PD control under the ac⁃
tion of unknown disturbance will make the joint 
tracking error exceed the prescribed performance 
boundary， and the tracking effect is poor.

The joint control torque is shown in Fig. 8. It 
can be seen that the joint torque controlled by M1 
and M2 has obvious oscillation convergence pro⁃
cess at 0.5 s. This is reasonable， because M1 and 
M2 need to provide greater control torque when the 
time is close to T1 to achieve the goal of error finite-

time convergence. In contrast， the joint torque un⁃
der M1 control has the fastest adjusting speed， 
while M3 has the longest adjusting time due to its 
lack of finite time convergence ability. The tracking 
results of tracking differentiator are shown in Fig.9. 
It can be seen that the tracking differentiator can 
not only effectively track the derivative signal of the 
virtual control law， but also reduce the signal 
noise. The estimation results of the unknown state 
observer are shown in Fig.10. Since the disturbance 

Fig.6　Position tracking

Fig.7　Tracking error

Fig.8　Joint control torque
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contains unmodeled dynamic terms related to joint 
position and velocity， the curves of δ1 and δ2 show 
obvious oscillation convergence process at 0.5 s. 
However， this does not affect the estimation re⁃
sults of the estimator， and the tracking of the 
lumped disturbance by the estimator is still accurate 
and effective.

When the given trajectory is a step signal with 
an amplitude of 0.5， the simulation results are 
shown in Figs.11—14. It can be seen from Figs.11 
and 12 that compared with M2 and M3， the joint 
system under M1 control has smaller steady-state er⁃
ror and shorter adjustment time. This shows that 
even if the input signal is a discontinuous mutation 
signal， the proposed method can still guarantee the 

Fig.11　Position tracking

Fig.12　Tracking error

Fig.9　Output of tracking differentiator

Fig.10　Estimation results of unknown dynamics
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joint has good transient and steady-state perfor⁃
mance. The control input is shown in Fig.13. It can 
be seen that Fig. 13 and Fig. 8 have similar trends， 
but the difference is that the joint system under the 
action of step signal needs greater control torque in 
the process of starting， which is used to quickly re⁃
duce the tracking error. The tracking results of track⁃
ing differentiator are shown in Fig.14.

In summary， the proposed method M1 can en⁃
sure that the joint tracking error converges to a pre⁃
determined range in finite time， and improve the 
transient performance and tracking accuracy of the 
flexible joint system.

6 Conclusions 

We propose a prescribed performance backstep⁃
ping control method based on unknown state estima⁃
tor and tracking differentiator for the flexible joint 
system with model uncertainty and external distur⁃
bance. The designed unknown state estimator can 
estimate the lumped disturbance only by the nomi⁃
nal value of the system model， and has less depen⁃
dence on the model. The designed EFPTF has both 

exponential convergence trend and finite time con⁃
vergence characteristics， and more conducive to lim ⁃
iting the system regulation time and overshoot. The 
backstepping controller is designed based on the 
EFTPF， and the uniform boundedness of all signals 
in the closed-loop system is proved. Furthermore， 
an improved tracking differentiator with both track⁃
ing rapidity and convergence stability is designed to 
estimate the derivative of the virtual control law， 
which solves the problem of controller differential 
explosion. Simulation results verify the effective⁃
ness and advantages of the proposed method. The 
controller designed in this paper achieves the goal of 
converging the tracking error of the flexible joint to 
a predetermined range in a limited time， and im⁃
proves the dynamic performance and control accura⁃
cy of the system.
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基于未知状态估计器和改进跟踪微分器的

柔性关节预设性能反演控制

宋传明， 杜钦君， 庞 浩， 李存贺， 焦提操
（山东理工大学电气与电子工程学院, 淄博  255049, 中国）

摘要：为解决由模型不确定性和外部未知干扰导致的柔性关节系统控制偏差问题，提出一种基于未知状态估计

器和跟踪微分器的预设性能反演控制方法。设计一种基于低通滤波器的未知状态估计器，该估计器仅依赖于模

型的名义值即可估计集总扰动。构造了一种新的有限时间收敛预设性能函数，并基于该函数设计反演控制器，

用于在保证闭环系统所有信号有界的情况下，使关节跟踪误差在约定时间内收敛到预定的任意小区域。为避免

反演控制器的微分爆炸问题，设计基于改进 Sigmoid 函数的跟踪微分器来估计虚拟控制律的微分信号。仿真结

果表明，在未建模动态和外部未知干扰的影响下，所提方法能够保证关节跟踪误差在有限时间内收敛到任意给

定范围，有效提高了柔性关节的瞬态和稳态性能。

关键词：柔性关节；未知状态估计器；跟踪微分器；预设性能控制；反演控制

353


