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Abstract: Relevant to thermoacoustic combustion instability in engines， the pressure oscillations in gas-solid two-

phase turbulent flow have long been a topic of great concerns. To understand the pressure oscillation characteristics in 
gas-solid two-phase flow， three-dimensional unsteady numerical calculations are conducted for typical two-phase gas-

solid backstep flow using the combined self-adaptive turbulence eddy simulation （SATES） and discrete phase model 
（DPM） method. The accuracy and reliability of the numerical method is firstly validated by comparisons with the 
experimental data. Then， the unsteady pressure signal of the two-phase gas-solid flow is compared with that of the 
pure gas phase flow， and it is found that with the addition of solid particles， the dominant frequency of pressure 
oscillation is slightly changed， and the oscillation amplitude significantly decreases. Finally， the effects of diameter 
and mass fraction of solid particles on the pressure oscillation are investigated. It is found that with increasing the solid 
particle diameter， the amplitude of pressure oscillation firstly decreases and then increases， and the amplitude exhibits 
the smallest with the diameter of 10 μm； with increasing the mass fraction of solid particle， the pressure oscillation 
amplitude shows a decreasing trend. The results demonstrate that the properties of solid particles in two-phase flow 
have a small impact on the dominant frequency of pressure oscillation， while a significant impact on the oscillation 
amplitude.
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0 Introduction 

The rapid evolution of missile technology has 
led to an escalation in the performance demands 
placed on propulsion systems. In the development of 
solid rocket engines， primary trends have emerged， 
focusing on high loading， substantial thrust， and in⁃
creased aspect ratios. Nevertheless， in their pursuit 
of high performance， these engines frequently mani⁃
fest unstable combustion［1-2］ ， marked by periodic 
pressure oscillations. This periodic pressure oscilla⁃
tions can lead to more severe thrust oscillations， af⁃
fecting the normal operation of engines. In certain in⁃
stances， this instability can lead to irreversible struc⁃
tural damage to the combustion chamber， diminish⁃

ing reliability and contributing to engine failures， 
with the potential for catastrophic accidents［3］. Previ⁃
ous research on the periodic pressure oscillations 
within solid rocket engines mainly focused on pure 
gas flow. On the contrary， contemporary solid rock⁃
et engines predominantly employ the combustion of 
aluminum powder to augment propellant energy and 
elevate specific impulse， thus rendering the internal 
flow field of the engine a classic example of gas-sol⁃
id two-phase flow［4］. Within this context， compre⁃
hending the attributes of solid particles in the en⁃
gine’s two-phase flow holds considerable impor⁃
tance for delving further into the unstable combus⁃
tion phenomena observed in high-performance solid 
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rocket engines primarily governed by gas-solid two-

phase flow.
During the initial phases of research， both do⁃

mestic and international scholars predominantly re⁃
lied on experimental methods to explore the impact 
of particles on fluid dynamics in two-phase flow 
fields， specifically through the damping effect. Tem⁃
kin et al.［5］ were the first to propose a formula for 
calculating particle-induced damping in acoustic 
waves in 1966. They introduced a dimensionless 
number， the Stokes number （Stk）， to describe the 
acoustic damping effect of particles. Culick［6］ made a 
series of modifications to this formula in 1974. 
Blomshield et al.［7］ explored the damping character⁃
istics of propellants containing ultrafine aluminum 
powder. They conducted experiments with four dif⁃
ferent metallized propellants， varying the sizes and 
relative concentrations of coarse and ultrafine alumi⁃
num. Experimental results showed that the presence 
of ultrafine aluminum powder in the engine did not 
significantly dampen vibrations. Numerical simula⁃
tion is also a crucial tool for studying two-phase 
flow fields. Cai et al.［8］ utilized the Euler-Lagrange 
method to conduct numerical simulations of the in⁃
teraction between two-phase flow and vortex-in⁃
duced acoustic oscillations in solid rocket engines. 
Their research indicated that acoustic oscillations 
can readily transfer energy from periodic motion to 
turbulence， leading to an increase in turbulence in⁃
tensity and an early transition from laminar to turbu⁃
lent flow. Conversely， turbulence-induced vortices 
have a tendency to dampen the vortical motion gen⁃
erated by acoustic waves. Chaturvedi et al.［9］ per⁃
formed numerical simulations of solid rocket engines 
with embedded cavities. They studied the influence 
of particle properties in the propellant on slag accu⁃
mulation in the nozzle. The calculations revealed 
that when particle diameter is small， nozzle slag ac⁃
cumulation is minimal. Daniel［10］ introduced a tran⁃
sient compressible flow model considering particle 
phase effects and conducted simulation calculations 
on a cylindrical rocket engine. The calculation re⁃
sults indicated that particle injection velocity and the 
initial particle size significantly influence the two-

phase flow. Fontes et al.［11］ conducted two-dimen⁃

sional numerical analyses of rocket particle jet flow 
using both Euler-Euler and Euler-Lagrange meth⁃
ods. The computational results demonstrated that 
both methods perform well in solving particle veloci⁃
ty and distribution in high-speed compressible flows 
within rocket plumes. Yu et al.［12-13］ employed parti⁃
cle trajectory models and a two-fluid model succes⁃
sively to numerically simulate gas-solid two-phase 
flow in JPL nozzles. Their research delved into the 
influence of solid particle properties on the gas-solid 
two-phase flow within nozzle flow field. Sun et 
al.［14-15］ utilized the pulse decay method for two-di⁃
mensional calculations of two-phase flow inside noz⁃
zles. They explored the key factors affecting the 
damping characteristics of solid rocket engine noz⁃
zles. By varying parameters such as gas temperature 
and pressure， they investigated the variation pat⁃
terns of nozzle damping in solid rocket engines. Fur⁃
thermore， the computational results provided in⁃
sights for improving cold flow experiments.

Based on a summary and analysis of past re⁃
search， it has been observed that the current studies 
on gas-solid two-phase flow primarily rely on the 
Reynolds-averaged Navier-Stokes （RANS） meth⁃
od. Moreover， many of these studies simplify two-

phase flow in engines to two-dimensional flow. 
However， concerning the pressure oscillations char⁃
acteristics in gas-solid two-phase flow， the flow in⁃
herently exhibits unsteady pulsations. Traditional 
RANS methods struggle to accurately predict un⁃
steady pulsations. Therefore， there is a pressing 
need for three-dimensional， unsteady， and high-pre⁃
cision numerical simulations to investigate the im ⁃
pact of solid particle properties on the pressure oscil⁃
lations characteristics in gas-solid two-phase flow. 
This research aims to unveil the influence patterns 
of solid particles on pressure oscillations frequency 
and amplitude， along with an analysis of the under⁃
lying physical mechanisms.

This paper focuses on the study of the common 
backstep gas-solid two-phase flow in rocket engines. 
It employs the newly developed self-adaptive turbu⁃
lence eddy simulation （SATES） method in conjunc⁃
tion with the multiphase flow discrete phase model 
（DPM） for three-dimensional， unsteady， and high-
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precision numerical simulations. The research aims 
to investigate the influence of particle properties on 
flow pressure oscillations characteristics， laying the 
groundwork for further exploration of thermoacous⁃
tic-coupled unstable combustion in gas-solid two-

phase flow within rocket engines. Notably， this pa⁃
per marks the first application of the SATES meth⁃
od in high-precision numerical simulations of gas-

solid two-phase flow. The paper begins with a brief 
introduction to the numerical simulation methods 
used. It then validates the developed SATES-DPM 
method’s accuracy and reliability in calculating the 
flow field of backstep gas-solid two-phase flow， us⁃
ing experimental data as a reference. Finally， the pa⁃
per computes and compares the pressure oscillations 
characteristics between backstep gas-solid two-

phase flow and pure gas-phase flow. Furthermore， 
it conducts a detailed analysis of the impact patterns 
and characteristics of particle diameter and mass 
fraction on the dominant frequency and amplitude of 
flow field pressure oscillations.

1 Numerical Computational Meth⁃
ods 

1. 1 Baseline k⁃ω turbulence model　

For unsteady turbulent flow， direct solving of 
the Navier-Stokes equations， known as direct nu⁃
merical simulation （DNS） currently demands signif⁃
icant computational resources. Hence， researchers 
have proposed a series of turbulence models to mod⁃
el and solve turbulent problems in different dimen⁃
sions as per their requirements. Apart from DNS， 
common turbulence models can generally be classi⁃
fied into three categories： RANS， large eddy simu⁃
lation （LES）， and various forms of hybrid methods 
（RANS/LES）. Among these， RANS methods still 
dominate in complex engineering computations.

The baseline k-ω model （referred to as BSL k-

ω model） is a two-equation eddy-viscosity RANS 
turbulence model introduced by Menter［16］， which 
builds upon earlier turbulence models. Essentially， 
the BSL k-ω model is a hybrid of the k‑ε and k-ω 
models. This model employs the k-ω method in the 
near-wall region and the k- ε method in the free tur⁃

bulent zone， combining the strengths of both mod⁃
els. Its governing equations are as follows
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F 1 = tanh ( ϕ4 ) (3)
where F1 represents the blending function， assum⁃
ing that ϕ 1 signifies any constant from the original k-

ω model； ϕ 2 any constant within the expression af⁃
ter transforming to the k-ω model， and ϕ the corre⁃
sponding constant in the new model. These respec⁃
tive constants can be uniformly expressed as

ϕ = F 1 ϕ1 +( 1 - F 1 ) ϕ2 (4)
Based on the aforementioned model， some of 

the primary model constants in this model are given 
in Table 1.

1. 2 Self⁃adaptive turbulence eddy simulation  
method　

The RANS method models turbulence by aver⁃
aging it over all scales， making it challenging to ac⁃
curately describe the turbulent fluctuation evolution 
characteristics in unsteady flows. Consequently， its 
computational accuracy tends to be lower in flows 
with intense unsteady turbulence. The LES method 
directly resolves the primary large-scale turbulent 
structures and can effectively capture the unsteady 
nature of turbulence. Nonetheless， in high-Reyn⁃
olds-number flows， particularly in close proximity 
to walls， LES can prove to be computationally de⁃
manding. To strike a balance between computation⁃
al accuracy and efficiency， researchers have pro⁃
posed various RANS-LES methods. In recent 
years， unified modeling turbulence simulation meth⁃
ods have garnered significant attention， and among 
them is one known as “very-large eddy simulation 
（VLES）”. VLES is a variant of LES that aims to 

Table 1　Some main model constants in BSL k⁃ω model

β1

0.075
β2

0.082 8
β *

0.09
σk1

0.5
σk2

1.0
σω1

0.5
σω2

0.856
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provide a compromise between the benefits of LES 
and the computational cost of RANS in simulating 
unsteady turbulent flows. The SATES framework 
used in this study is an extension of the VLES 
method developed and extensively validated by Han 
et al［17-19］. Extensive numerical verification work has 
shown that， even on very coarse computational 
grids， the VLES method developed by Han et al. 
can still directly resolve over 90% of the turbulent 
kinetic energy. Additionally， rigorous theoretical 
derivations have also demonstrated that the new 
VLES method developed by Han et al is entirely 
equivalent to LES when the grid is sufficiently re⁃
fined［17-23］. This means that Han et al’s VLES mod⁃
el is fundamentally different from Pope’s defined 
VLES model. To avoid confusion between the two， 
this study refers to it as the SATES method.

The SATES model is based on the low Mach 
number Newtonian fluid assumption and solves the 
filtered governing equations. In this context， the re⁃
sidual turbulent stress needs to be modeled， and it 
is modeled and solved based on the underlying BSL 
k-ω model. This is achieved by introducing a resolu⁃
tion control function Fr to re-model the turbulent vis⁃
cosity coefficient μ t， as shown in Eq.（5）， to make it 
scale with the grid resolution-related residual scales.

μ t = F r ρ
k
ω

(5)

The resolution control function Fr， as ex⁃
pressed in Eq.（6）， is the core of the SATES model 
in this study.
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where β and n are empirical constants in the model， 
with values of 0.002 and 2， respectively； Li， Lc， 
and Lk represent three characteristic length scales in 
turbulent calculations： the turbulent integral length 
scale， the filtering length scale， and the smallest 
Kolmogorov length scale. These three length scales 
correspond to the characteristic length scales in the 
traditional RANS， LES， and DNS methods， re⁃
spectively. Therefore， in essence， the SATES 
method integrates aspects of these three traditional 
turbulence simulation methods. The expressions for 

the three length scales are as follows

L c = Cx ( Δx Δy Δz )
1
3 (7)

L i = k
3
2 / ( β * kω ) (8)

L k = ν
3
4 / ( β * kω )

1
4 (9)

where Cx is a model parameter determined through 
correlation with basic LES and RANS models［17］. In 
this study， the model constant used is Cx= 0.61.

1. 3 Discrete phase model （DPM）　

The DPM follows the Euler-Lagrange frame⁃
work. The fluid phase is treated as the continuous 
phase， and its governing equations are solved using 
the Eulerian method. The discrete phase， on the 
other hand， is computed using the Lagrange meth⁃
od， allowing for the calculation of the motion of a 
large number of solid particles within the flow field. 
Momentum， mass， and energy exchanges can occur 
between the discrete phase and the fluid phase.

The DPM model is primarily used when the 
discrete phase concentration is relatively small. This 
method does not consider the impact of particles on 
fluid motion， making it suitable for cases where the 
volume fraction of particles in the total volume is rel⁃
atively small.

Considering that the solid particle density in 
this study is much greater than that of the gas 
phase， and it represents a dilute phase， with both 
mass and volume fractions being very low， the fol⁃
lowing assumptions can be made：

（1） Only consider the effect of particles on the 
flow field， neglecting other particle interactions.

（2） Assume that spherical particles with the 
same diameter are injected into the flow field.

（3） Neglect the influence of gravity， Magnus 
force， Saffman force， etc.， and consider only drag 
force effects.

Under these assumptions， the equations gov⁃
erning particle motion are as follows

dxp

dt
= up (10)

dup

dt
= FD

1/6πd 3
p ρp

(11)

FD = 1
2 CD ρ f A p ( u f - up ) | u f - up | (12)
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where xp represents the particle position； t the time； 
up the particle velocity； uf the fluid velocity； τp the 
particle relaxation time； dp the particle diameter； FD 
the drag force per unit mass of the particle； Ap the 
particle surface area， and CD the drag coefficient， 
typically related to the particle Reynolds number；  
ρf and ρp are the respective densities of the fluid and 
particle， respectively. The particle Reynolds num ⁃
ber is defined as

Re = ρ f d p ( u f - up )
μ

(13)

CD = a1 + a2

Rep
+ a3

Re2
p

(14)

where the coefficient values a1， a2 and a3 can be ref⁃
erenced from relevant research， such as the work of 
Morsi et al［24］.

In gas-solid two-phase flow， the Stokes num ⁃
ber （Stk） is commonly used as a dimensionless cri⁃
terion to describe the motion characteristics of parti⁃
cles in the fluid. It is defined as the ratio of particle 
inertia to diffusion effects and can be expressed as 
shown in Eqs.（15—17）. A smaller Stokes number 
indicates less particle inertia， making it easier for 
particles to follow fluid motion， and diffusion effects 
become more significant. Conversely， a larger 
Stokes number indicates greater particle inertia， re⁃
ducing the particles’ ability to follow the fluid mo⁃
tion.

τ f = L/u f (15)

τp = d 2
p ρp

18μ
(16)

Stk = τp

τ f
= ρp d 2

p u f

18Lμ
(17)

where τf is the residence time； τp the particle relax⁃
ation time； ρp and dp are the particle density and di⁃
ameter， respectively； uf the fluid velocity； μ the dy⁃
namic viscosity of the fluid， and L the characteristic 
length.

2 Computational Method Valida⁃
tion 

This study uses the classic experimental data 
from Fessler et al.［25］ for the validation of the numer⁃

ical methods. In their research， experiments were 
conducted using copper spheres with a diameter of 
70 μm and a mass fraction of 3%. The experimental 
system provided uniform fluid velocity at the inlet 
and introduced particle loading. Starting from the in⁃
let， the fluid passed through a 5.2 m long channel to 
reach the test section， allowing for adequate flow 
development and providing sufficient time for parti⁃
cles to reach equilibrium with the channel flow.

2. 1 Geometry and mesh　

In the experiment from Ref.［25］， the expan⁃
sion ratio of the backstep was 5/3， and the height of 
the step H was 26.7 mm. In this study， three-dimen⁃
sional SATES model is used for unsteady numerical 
simulations. In the simulations， the development 
length L2 in the downstream direction of the step is 
set to twice the experimental size， i.e.， L2 = 34H， 
to ensure that turbulence can fully develop. The rest 
of the geometric dimensions remain consistent with 
the experiment， as depicted in Fig.1.

The numerical computation domain has an inlet 
length of L1 = H， and a development length of 
L2 = 34H. The spanwise width of the calculated do⁃
main is 2H. Before computation， the entire domain 
undergoes preprocessing， and structured grids are 
employed. Local refinement of the mesh is applied 
near the backstep， the walls， and around the shear 
layer. This study conducts a mesh sensitivity analy⁃
sis using two sets of grids with cell counts of 1.5 mil⁃
lion and 3 million， respectively. The results show 
consistent accuracy between the two sets of grids， 
and the grid with 3 million cells is chosen for numeri⁃
cal computations. The grid division in the computa⁃
tional domain is illustrated in Fig.2， with local re⁃
finement near the walls and shear layer.

Fig.1　Geometric diagram of backstep flow
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2. 2 Numerical method validation　

2. 2. 1 Boundary and computational settings　

The study employs experimental data from Ref.
［25］ as a reference to validate the numerical compu⁃
tation method. The boundary conditions for numeri⁃
cal computation are determined based on the experi⁃
mental conditions. In the experiment， the reference 
condition has a Reynolds number based on the step 
height of 18 400. To ensure that the Reynolds num ⁃
ber in numerical computation matches the experi⁃
ment， the inlet mainstream velocity U0 is set to 
10.5 m/s. Considering the full development of the 
flow， a synthetic pulsatile turbulent flow is intro⁃
duced into the computational domain based on the 
1
7 th power velocity distribution pattern. For bound⁃

ary conditions， no-slip conditions are applied to the 
upper and lower surfaces of the walls， a pressure 
outlet boundary condition is used at the outlet， and 
periodic boundary conditions are applied in the span⁃
wise direction.

Simulations are initially performed on the pure 
gas-phase flow without the introduction of particles. 
Once the flow field reaches a stable state， particles 
are subsequently introduced under conditions consis⁃
tent with those specified in the literature.

The numerical calculations are performed using 
pressure-based transient solver to solve the equa⁃
tions. The pressure-velocity coupling is achieved us⁃
ing the semi-implicit method for pressure-linked 
equations-consistent（SIMPLEC） algorithm， with 
second order upwind scheme for the pressure term， 
bounded central differencing scheme for the convec⁃
tive term， and second order upwind scheme for the 
turbulent scalar equation. Time discretization is 
achieved using bounded second order implicit 
scheme. The time step is set to 1e-4 to keep the 
CFL number at 1.0.
2. 2. 2 Validation of numerical results　

Initially， numerical simulations are performed 

to validate the flow of pure gas-phase over the back⁃
step. Fig.3 shows the axial time-averaged velocity 
streamline plot for the pure gas-phase flow field. 
From the results， it can be observed that the recircu⁃
lation length of the backstep obtained from numeri⁃
cal calculations is approximately 7.2H， which is in 
good agreement with the experimental measurement 
result of 7.4H. Additionally， the classical diagonal 
vortex in the backstep flow field is accurately cap⁃
tured in the numerical simulation.

Next， solid particles are introduced into the sta⁃
ble gas-phase flow field. The particles have a diame⁃
ter of 70 μm， a density of 8 800 kg/m3， a dimen⁃
sionless Stokes number of 10.2， and a mass fraction 
of 3%. The calculated values of gas-phase stream ⁃
wise-averaged velocities at x/H=2， 5， 7， 9， and 
12 cross-sections are compared with experimental 
data from the literature and the LES results from 
this study， as shown in Fig.4. From Fig.4， it can be 
observed that the calculated streamwise velocities in 
the flow field agree well with the experimental data. 
At several locations， the predictions from the 
SATES method even outperform the results ob⁃
tained using the traditional LES approach.

Fig.5 presents the numerical results of the parti⁃
cle streamwise-averaged velocities at x/H=2， 5， 
7， 9， and 12 cross-sections in the gas-solid two-

Red line: SATES results; blue line: LES results
Fig.4　Comparisons of mean axial velocity of gas phase in 

gas-solid two⁃phase flow at different locations

Fig.2　Computational grid of backstep flow

Fig.3　Contour of predicted mean axial velocity and stream ⁃
line for the pure gas flow
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phase flow field. From it， it is evident that the nu⁃
merical results obtained using the SATES method 
agree well with the experimental data and， overall， 
slightly outperform the traditional LES results.

These results indicate that in the context of gas-

solid two-phase flow over a backstep， the proposed 
approach， combining the SATES model with 
DPM， provides accurate predictions. Both the gas-

phase and particle-phase results are in good agree⁃
ment with experimental data and are superior to the 
traditional LES approach.

In order to further compare the dependence of 
the calculation results of SATES， LES and RANS 
（SST k-ω） on the grid resolution， the above three 
methods are used to calculate the pure gas phase back⁃
step turbulent flow with an expansion ratio of 2/1 
and a Reynold number of 15 000. Other calculation 
settings remain the same as above. Fig.6 shows the 
comparison between the experimental data［26］ and 
the calculation results of different calculation meth⁃
ods on three sets of grids with 1.5 million ， 3 mil⁃
lion and 10 million cells， respectively.

As can be seen from Fig.6， when the number 
of grids is 1.5 million， the calculation accuracy of 
LES is even worse than that of SST k-ω because 
the grid resolution cannot meet the requirements of 
LES. In contrast， the calculation accuracy of 
SATES is much higher than that of LES and better 
than that of SST k-ω in less number grids. When 
the number of grids is increased to 3 million， the cal⁃
culation accuracy of LES is obviously improved， 
and that of SST k-ω is slightly improved. But 
SATES is still the best performer of the three. 
When the number of grids is increased to 10 mil⁃

lion， the calculation accuracy of SST k-ω is almost 
unchanged， and that of LES is slightly improved. 
The calculation accuracy of LES and SATES is al⁃
most the same under such fine mesh， both of them 
maintain a good agreement with the experimental 
data， and their performance is better than SST k-ω. 
According to the comparison of the accuracy of the 
three methods under different grid resolutions， the 
performance of SATES is better than that of LES 
and SST k-ω under less grid number， and no worse 
than that of LES under sufficient grid resolution.

Fig.7 shows the three-dimensional vortex struc⁃
ture in the shear layer behind the step captured by 
SATES for grid with a number of 3 million cells.

3 Pressure Oscillation Characteris⁃
tics 

In the previous section， the reliability of the 
SATES model combined with DPM used in this pa⁃
per for simulating gas-solid two-phase flow， is con⁃
firmed through comparative analysis. To examine 

Red line: SATES results; blue line: LES results
Fig.5　Comparisons of mean axial velocity of solid phase in 

gas-solid two⁃phase flow at different locations

Red line: SATES results; blue line: LES results; green line: 
SST k⁃ω results; black dot: experimental data
Fig.6　Comparison of streamwise velocity at x/H=5 calcu⁃

lated by three methods under different grid numbers 
with experimental data

Fig.7　Q=1.7e-6 iso-surface calculated by SATES when 
the number of cells is 3 million
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pressure oscillation characteristics in the backstep 
flow field， we explore the impact of solid particles 
on pressure oscillation， using the same geometric 
and flow conditions as in the previous section. Fol⁃
lowing that， a comprehensive investigation into how 
varying particle diameters and mass fractions influ⁃
ence the dominant frequency and amplitude of pres⁃
sure oscillation in gas-solid two-phase flow over the 
backstep is carried out.

3. 1 Pressure oscillation characteristics in gas⁃ 
solid two⁃phase flow field　

In this section， the Reynolds number used for 
the calculations is Re=92 000， corresponding to an 
inlet velocity of 52.5 m/s for the gas phase. The 
boundary conditions and computational settings are 
consistent with those used in the previous verifica⁃
tion case.

Initially， numerical simulations are conducted 
for the pure gas phase flow without solid particles. 
After achieving flow field stability， the static pres⁃
sure at four locations within the shear layer is moni⁃
tored and recorded. The locations of these monitor⁃
ing points are provided in Table 2. The mean axial 
velocity streamline plot of the pure gas phase flow is 
depicted in Fig.8， illustrating that the computational 
results are consistent with the established findings 
from previous studies on the early stages of back⁃
step flow.

The obtained time-series pressure data are sub⁃
jected to fast Fourier transform （FFT） to obtain the 
pressure oscillation spectra at each location. The re⁃
sults of these calculations are presented in Fig.9， 
where the vertical axis represents the dimensionless 
amplitude of pressure oscillation. From Fig. 9， it is 

evident that there is a pronounced broad peak phe⁃
nomenon within the flow field， and there exists a 
dominant frequency corresponding to the maximum 
oscillation amplitude at the shear layer location. The 
results in Fig.9 show that the dominant frequency 
gradually decreases along the downstream direction 
while the dimensionless pressure oscillation ampli⁃
tude decreases. At point 1， the dominant frequency 
is approximately 1 382 Hz， with the dimensionless 
pressure oscillation amplitude of around 0.61. As 
the flow progresses to point 2， the dominant fre⁃
quency decreases to around 800 Hz， with the dimen⁃
sionless pressure oscillation amplitude decreasing to 
about 0.47. Further downstream at points 3 and 4， 
the dominant frequency decreases significantly to 
around 100 Hz， and the dimensionless pressure os⁃
cillation amplitude further reduces to approximately 
0.1. Near the sudden expansion of the backstep， a 
high velocity gradient is present in the shear layer， 
and this gradient gradually decreases as it moves 
downstream. This characteristic can be observed in 
the mean axial velocity contour shown in Fig.9. In 
general， a substantial region of instability exists 
within the recirculation zone of the backstep flow， 
and the trends in the variation of dominant frequen⁃
cy and amplitude of instability along the down⁃
stream direction are closely linked to changes in ve⁃
locity gradient.

The variations in the dominant frequency at dif⁃
ferent locations reveal that in proximity to the back⁃
step， the flow instability characteristics are predomi⁃
nantly influenced by the shear layer instability gener⁃
ated within a short distance downstream of the step. 
This results in a dominant frequency of around 
1 382 Hz， corresponding to a Strouhal number （St） 
of 0.703. As these small vortices enter the central re⁃
gion of the recirculation zone， the dominant frequen⁃
cy of oscillation gradually decreases. Ultimately， 
within the reattachment region， they evolve into 
larger vortices that govern the oscillations at a fre⁃
quency corresponding to St ≈ 0.1. As a result， the 
Strouhal number associated with the primary oscilla⁃
tions in each section gradually decreases along the 
downstream direction and tends to approach a con⁃

Table 2　Location of the monitoring points

Index
Location

1
(0.5H，H)

2
(1.5H，H)

3
(5.5H，H)

4
(6H，H)

Fig.8　Contours of mean axial velocity and streamline for 
the pure gas flow at Re=92 000
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stant value in the later regions.
After the pure gas-phase flow field has stabi⁃

lized， numerical simulations of the gas-solid two-

phase flow are carried out. Solid particles with a di⁃
ameter of 70 μm， a density of 8 800 kg/m3， and a 

mass fraction of 3% are introduced into the flow 
field， while keeping all other boundary conditions 
unchanged. FFT is applied to pressure monitoring 
data of the same sample size， resulting in spectra for 
each downstream position as shown in Fig.10.

Compared to the results of the pure gas-phase 
flow field， the introduction of particles does not sig⁃

nificantly alter the macroscopic characteristics of the 
unstable region. Near the step location， the instabili⁃

Fig.10　Pressure oscillation spectra of gas phase in two-phase flow at different flow positions

Fig.9　Pressure oscillation spectra of pure gas flow at different flow positions
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ty is still primarily dominated by small vortices 
formed shortly downstream of the step. As these 
small vortices enter into the central part of the recir⁃
culation zone， the dominant oscillation frequency 
gradually decreases. However， there are slight 
changes in the dominant frequency at each monitor⁃
ing point location， and the dimensionless amplitude 
of pressure oscillation is notably reduced compared 
to the pure gas-phase flow field. This indicates that 
the addition of particles introduces a damping effect 
on the momentum exchange within the flow field， 
making the transfer and exchange of momentum 
more complex. The interaction between particles 
and the gas phase leads to the generation of more 
vortices that excite unstable oscillations， resulting 
in a more pronounced broad-peak phenomenon. At 
the same time， this damping effect reduces the am ⁃
plitude of pressure oscillations.

3. 2 Influence of particle diameter on the oscil⁃
lation characteristics　

To further investigate the influence of particle 
parameter variation on the oscillation characteristics 
in the two-phase flow over the backstep， a series of 
high-precision numerical simulations are conducted 
by varying particle diameters. This section aims to 
find the relationship between particle diameter and 
the dominant frequency and amplitude of flow field 
oscillations.

After achieving stability in the pure gas-phase 
flow field， solid particles with diameters of 1， 10， 
40， and 70 μm are individually introduced while 
maintaining a particle density of 8 800 kg/m³ 
and a mass fraction of 3%. The other boundary con⁃
ditions and computational settings remain the same. 
Pressure monitoring is conducted at the positions 
specified in Table 2， and the data collected， of the 
same sample size， undergo FFT analysis. It pro⁃
vides the dominant oscillation frequency and dimen⁃
sionless pressure amplitude at each downstream lo⁃
cation， and the summarized results are presented in 
Fig.11.

From Fig.11， it is evident that with an increase 
in particle diameter， the dominant frequency of pres⁃
sure oscillations at various monitoring locations re⁃

mains relatively consistent. However， the dimen⁃
sionless pressure amplitude undergoes substantial 
variations， displaying an initial decrease followed by 
an increase. When the particle diameter in the flow 
field reaches Dp=10 μm， the dominant frequency of 
oscillations in the flow field shows a noticeable in⁃
crease only at the x=0.5H position， with minimal 
changes observed at other locations. Within the 
same range of particle diameter variations， there is a 
significant decrease in the dimensionless pressure 
amplitude， which is most pronounced at the x=
0.5H and x=1.5H positions. However， when the 
particle diameter increases further from Dp=10 μm， 
although the dimensionless amplitude increases 
somewhat， the magnitude of this change is not sub⁃
stantial， and the dominant frequency tends to stabi⁃
lize. Therefore， within a certain range， Dp=10 μm 
can be considered the “optimal diameter” with the 
lowest dimensionless pressure amplitude. At this 
point， the corresponding Stokes number is approxi⁃
mately 1.

The particle distribution for different particle di⁃
ameters is illustrated in Fig.12. From Fig.12， it can 

Fig.11　Comparisons of amplitude and frequency character⁃
istics under different particle diameters
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be observed that the “particle-free zone” in the flow 
field gradually increases with an increase in particle 
diameter. When the particle diameter is 1 μm， their 
distribution in the flow field is more uniform， with 
more particles being entrained into the recirculation 
region by the gas. This suggests that at a diameter 
of 1 μm， the particles exhibit better entrainment 
with the flow. As the particle diameter increases， 
the Stokes number also increases， and the influence 
of inertia on particle motion becomes more notice⁃
able. Consequently， the particles show reduced en⁃
trainment with the flow， resulting in fewer particles 
following the gas into the recirculation region.

3. 3 Influence of particle mass fraction on the 
oscillation characteristics　

To further investigate the influence of particle 
parameter variation on the oscillation characteristics 
in the two-phase flow over the backstep， a series of 
high-precision numerical simulations are conducted 
by varying particle mass fraction. This aims to study 
the effect of particle mass fraction on the dominant 
frequency and amplitude of flow field oscillations. 
The physical model， computational methods， and 
boundary conditions remain unchanged. The gas-sol⁃
id two-phase flow over the backstep is calculated for 
four different operating conditions with particle 
mass fractions of 6%， 12%， 21%， and 30%， re⁃
spectively. The particle diameter for each case is 
held constant at 70 μm.

At monitoring points set in the flow behind the 

step， flow field static pressure is monitored. The re⁃
corded time-series pressure oscillation data are then 
subjected to FFT analysis to obtain the correspond⁃
ing dominant oscillation frequencies and dimension⁃
less pressure oscillation amplitudes. The data col⁃
lected is summarized and organized to obtain the am ⁃
plitude and frequency characteristics of the flow field 
for different particle mass fractions， as shown in 
Fig.13.

The results in Fig.13 show that as the particle 
mass fraction increases， the dimensionless ampli⁃
tude of pressure oscillations at various monitoring 
points gradually decreases. This indicates that iner⁃
tial particles have some inhibitory effect on pressure 
oscillations at monitoring points. This inhibitory ef⁃
fect becomes more pronounced as the particle mass 
fraction increases. The graph also shows that this in⁃
hibitory effect is more significant at points 1 and 2 
than points 3 and 4. This suggests that under the 
same particle mass fraction， the introduction of par⁃
ticles has a more pronounced inhibitory effect on 
pressure oscillations in positions where oscillations 

Fig.13　Comparisons of amplitude and frequency character⁃
istics under different particle mass fractions

Fig.12　Particle distribution for different cases with particle 
diameters (pressure coloring)
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are originally stronger. When the particle mass frac⁃
tion increases from 0 to 6%， the reduction in the di⁃
mensionless amplitude of pressure oscillations at all 
monitoring points is quite noticeable. However， 
when the particle mass fraction increases from 6% 
to 30%， within a relatively large range of mass frac⁃
tion variations， the reduction in the dimensionless 
amplitude of pressure oscillations is minimal. This 
phenomenon indicates that increasing the particle 
mass fraction has a certain saturation effect on the in⁃
hibitory effect of pressure oscillations in the gas-sol⁃
id two-phase flow field. Increasing the particle mass 
fraction cannot completely suppress the instability of 
the flow field. Analyzing the variations in dominant 
oscillation frequencies at different particle mass frac⁃
tions， it is noticeable that the impact of particle 
mass fraction on the dominant frequency of pressure 
oscillations is relatively minor.

The distribution of particles in the flow field un⁃
der different mass fractions is shown in Fig.14. 
From the figure， it can be observed that changes in 
particle mass fraction do not significantly affect the 
distribution characteristics of particles in the flow 
field. The size of the “particle-free zone” in flow 
field with different particle mass fractions is essen⁃
tially the same. This phenomenon may be because 
the particle mass fraction does not directly appear in 
the expression for the Stokes number. Therefore， 

changes in mass fraction do not affect the magnitude 
of the particle Stokes number. Consequently， they 
do not significantly alter the entrainment of particles 
in the gas-solid two-phase flow.

4 Conclusions 

The study employs an advanced SATES mod⁃
el combined with DPM to conduct high-precision nu⁃
merical simulations of the gas-solid two-phase flow 
field over the backstep. Through a comparison of 
the numerical results with experimental data， the de⁃
veloped SATES-DPM method is validated to exhib⁃
it a high level of computational accuracy and reliabil⁃
ity. Subsequently， the research delves into the un⁃
steady pressure oscillation characteristics of the gas-

solid two-phase flow field over the backstep and elu⁃
cidated the influence of key particle parameters on 
the pressure oscillation characteristics. The main 
conclusions can be drawn from this study as follows.

（1） This study has provided validation for the 
newly developed coupled approach of SATES and 
DPM. It exhibits a high degree of computational pre⁃
cision in accurately predicting complex flow charac⁃
teristics within gas-solid two-phase flow.

（2） In the pure gas-phase flow behind the 
step， there is a noticeable presence of pressure oscil⁃
lations. After introducing solid particles into the 
flow field， the flow becomes more complex. The 
dominant frequency of oscillations in the flow field 
slightly decreases， and the dimensionless amplitude 
of pressure oscillations notably diminishes. The in⁃
fluence of particles in the flow field is equivalent to 
introducing a damping effect on the gas phase.

（3） The variation in particle diameter in the 
two-phase flow behind the step has a minimal im ⁃
pact on the dominant frequency of pressure oscilla⁃
tions but significantly affects the dimensionless am ⁃
plitude. Within the scope of the study， as the diame⁃
ter increases， the dimensionless amplitude initially 
decreases and then increases. With a particle diame⁃
ter of Dp=10 μm， all monitoring points within the 
flow display the lowest dimensionless amplitude. 
Smaller particle diameters correspond to better parti⁃
cle entrainment in the flow.

Fig.14　Particle distribution for different cases with different 
mass fractions (pressure coloring)
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（4） The variation in particle mass fraction in 
the two-phase flow behind the step also has minimal 
impact on the dominant frequency of pressure oscil⁃
lations but significantly affects the dimensionless 
amplitude. Within the scope of the study， as the par⁃
ticle mass fraction increases， the dimensionless am ⁃
plitude consistently decreases. However， the reduc⁃
tion in dimensionless amplitude is more significant 
when the mass fraction is below 6%. It becomes rel⁃
atively smaller when the mass fraction exceeds 6%. 
Additionally， the change in particle mass fraction 
does not significantly alter its distribution character⁃
istics in the flow field.
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气固两相湍流非定常压力脉动特性数值模拟研究

阳  勇，臧雯雯，韩省思，毛军逵
（南京航空航天大学能源与动力学院，南京  210016，中国）

摘要：与发动机振荡燃烧相关的气固两相流中的压力脉动现象长期以来备受关注。为了解发动机气固两相流动

中 的 非 定 常 压 力 脉 动 特 性 ，以 典 型 的 后 台 阶 气 固 两 相 流 动 为 研 究 对 象 ，使 用 发 展 的 自 适 应 湍 流 模 拟

（Self⁃adaptive turbulence eddy simulation， SATES）和离散相模型（Discrete phase model， DPM）相结合的方法，

对两相流场进行了三维非定常高精度数值计算。以实验数据作为参考验证了计算方法的精度和可靠性。通过

将两相流场的压力脉动信号与纯气相流场进行对比，发现加入颗粒后流场压力脉动主导频率略有变化，无量纲

压力脉动幅值明显减小；进一步研究了固体颗粒直径和质量分数对脉动特性的影响规律，发现随着颗粒直径变

大，流场振幅先减小后增大。颗粒直径为 10 μm 时，振幅最小；随着质量分数的增大，流场振幅呈现出下降趋势。

研究表明气固两相流中颗粒的参数变化对振荡主频影响较小，对脉动振幅影响显著。

关键词：压力脉动；后台阶气固两相流；自适应湍流模拟；离散相模型；频谱特性
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