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Abstract: This paper presents the design and ground verification for vision-based relative navigation systems of 
microsatellites， which offers a comprehensive hardware design solution and a robust experimental verification 
methodology for practical implementation of vision-based navigation technology on the microsatellite platform. 
Firstly， a low power consumption， light weight， and high performance vision-based relative navigation optical sensor 
is designed. Subsequently， a set of ground verification system is designed for the hardware-in-the-loop testing of the 
vision-based relative navigation systems. Finally， the designed vision-based relative navigation optical sensor and the 
proposed angles-only navigation algorithms are tested on the ground verification system. The results verify that the 
optical simulator after geometrical calibration can meet the requirements of the hardware-in-the-loop testing of vision-

based relative navigation systems. Based on experimental results， the relative position accuracy of the angles-only 
navigation filter at terminal time is increased by 25.5%， and the relative speed accuracy is increased by 31.3% 
compared with those of optical simulator before geometrical calibration.
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0 Introduction 

With the continuous development of space tech‑
nology in various countries around the world， the 
application of spacecraft has become diversified. 
The scope of space missions is no longer limited to 
traditional applications such as communications， 
navigation， and remote sensing， but has expanded 
to civil aerospace and military missions， including 
space debris removal［1-2］， on-orbit servicing［3-4］， on-

orbit assembly［5］， formation flying［6-7］， deep space 
exploration［8-9］， and space attack and defense［10］. 
Such missions have emerged as popular areas of re‑
search in the field of spacecraft， and related tech‑
niques have emerged as leading-edge technologies 

in global competition. To meet the demands of mis‑
sions that call for cost-effective and timely develop‑
ment solutions， traditional satellites have been 
found to be prohibitively expensive and time-con‑
suming to develop. By contrast， microsatellites of‑
fer advantages such as compact size， low weight， 
reduced power consumption， shorter development 
cycles， high performance-to-price ratio， and high 
functional density.

In the aforementioned space missions， there 
are higher requirements for the mission capability of 
the microsatellite platform， and the autonomous op‑
eration capability needs to be urgently improved. 
Notably， such space missions typically involve grad‑
ually approaching a non-cooperative target space‑

*Corresponding author，E-mail address： 71301@nchu.edu.cn.
How to cite this article: DU Ronghua， LIAO Wenhe， ZHANG Xiang. Design and ground verification for vision‑based rela‑
tive navigation systems of microsatellites［J］. Transactions of Nanjing University of Aeronautics and Astronautics， 2025, 42
(1)：37‑55.
http：//dx.doi.org/10.16356/j.1005‑1120.2025.01.003



Vol. 42 Transactions of Nanjing University of Aeronautics and Astronautics

craft from a distance. As a result， the relative navi‑
gation system of spacecraft is subject to increasingly 
stringent requirements. The core capability of the 
microsatellite platform is that an observation space‑
craft should have the ability of autonomous naviga‑
tion， autonomous guidance and control to achieve 
autonomous proximity to a non-cooperative target 
spacecraft in space. So far， the traditional measure‑
ment method for the spacecraft autonomous rendez‑
vous and docking missions involves combining mul‑
tiple sensors such as microwave radar， laser radar， 
relative global position system （GPS）， and optical 
camera to complete all relative navigation tasks in a 
segmented manner［11］. Owing to the relative naviga‑
tion system composed of such sensors being consid‑
erably complex and expensive， the application of 
such navigation mode in autonomous proximity op‑
eration missions with a non-cooperative target space‑
craft based on the microsatellite platform is largely 
limited. Thus， the study of autonomous relative 
navigation with small size， low cost， and high per‑
formance is the essential enabling technology for 
conducting autonomous proximity operations with a 
non-cooperative target spacecraft using the microsat‑
ellite platform. The vision-based relative navigation 
method is a relatively low-cost option because pas‑
sive sensors are used for relative measurement， es‑
pecially passive optical cameras， which have exhibit‑
ed advantages in such space missions［12-15］. Passive 
optical cameras can easily obtain the line-of-sight 
vectors relative to the target spacecraft， and per‑
form relative navigation operations according to 
these obtained line-of-sight vectors［16］， which is also 
known as the angles-only navigation technology.

Before applying the vision-based relative navi‑
gation technology to the real spacecraft on-orbit mis‑
sions， a large number of ground verification experi‑
ments need to be conducted. Since in-orbit flight ex‑
periments of real spacecraft are difficult and costly， 
the ground verification technology can provide the 
optimal method for the testing and verification of 
spacecraft， and allow for comprehensive testing and 
verification of the whole spacecraft system to be con‑

ducted without any physical flight. Moreover， most 
of the existing research methods on the vision-based 
relative navigation technology focus on numerical 
simulation［17-24］， and there has been little research 
conducted on ground-based hardware-in-the-loop 
testing of the vision-based relative navigation sys‑
tems for gradually approaching a target spacecraft 
from a distance （i.e.， the longest distance is dozens 
of kilometers away， and the nearest distance is to 
docking）. Furthermore， some studies only focus on 
hardware-in-the-loop testing of vision-based relative 
navigation systems at close range. As a result， this 
area of study holds significant research value.

In consideration of the aforementioned prob‑
lems， in-depth research on the ground verification 
technology of the hardware-in-the-loop testing of 
the vision-based relative navigation systems is con‑
ducted in the present study， so as to provide an ef‑
fective experimental method and a system-wide 
hardware design solution for the engineering applica‑
tion of the vision-based relative navigation technolo‑
gy on the microsatellite platform. The present paper 
is organized as follows： The detailed design of the 
vision-based relative navigation optical sensor is in‑
troduced in Section 1； the detailed design of the 
ground verification system for the hardware-in-the-

loop testing of the vision-based relative navigation 
systems is provided in Section 2； a discussion on 
the hardware-in-the-loop testing， the result analysis 
for the vision-based relative navigation optical sen‑
sor and the proposed angles-only navigation algo‑
rithms are given in Section 3； and conclusions of the 
study are provided in Section 4.

1 Optical Sensor Design 

The main function of the vision-based relative 
navigation optical sensor is to image the target 
spacecraft， accomplish the autonomous recognition 
and tracking of the target spacecraft in the images， 
and output line-of-sight vectors of the target space‑
craft relative to the vision-based relative navigation 
optical sensor. The detailed design of the vision-

based relative navigation optical sensor is described 
in this section. Considering the limitations of the 
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size， weight， and power consumption of the micro‑
satellite platform， a low power consumption， light 
weight， and high performance vision-based relative 
navigation optical sensor that can be applied to the 
microsatellite platform is successfully designed， 
thereby laying a solid foundation for the engineering 
application of the vision-based relative navigation 
technology on the microsatellite platform.

1. 1 Hardware composition　

The vision-based relative navigation optical 
sensor is designed with a large numerical aperture 
and a small field of view， thereby improving the dy‑
namic range of the optical sensor， and eliminating 
the stray light inside and outside the field of view 
through a special lens hood， so as to improve the im ‑
aging quality of the vision-based relative navigation 
optical sensor. As shown in Fig.1， the vision-based 
relative navigation optical sensor is composed of an 
imaging lens， a lens hood， an electronic ware‑
house， an imaging circuit board， and an image ac‑
quisition and processing circuit board. In terms of 
structural design， a multi-layer mechanical structure 

is adopted for the vision-based relative navigation 
optical sensor， which allows for all components to 
be compactly assembled together， minimizing the 
volume and weight of the vision-based relative navi‑
gation optical sensor， so as to meet the require‑
ments of the microsatellite platform. Table 1 shows 
the performance parameter design of the vision-

based relative navigation optical sensor.

The main function of the vision-based relative 
navigation optical sensor is to image and recognize 
the target spacecraft. Firstly， the optical signal in‑
cluding the target spacecraft and the background en‑
ters the lens hood， thereby eliminating the stray 
light inside and outside the field of view， and im‑
proving the quality of the effective optical signal en‑
tering the optical sensor. Subsequently， the imaging 
lens focuses the optical signal in the field of view on 
the imaging sensor， which converts the optical sig‑
nal into the analog electrical signal through photo‑
electric conversion. The analog electrical signal is 
then converted and subsequently collected， follow‑
ing which a digital signal that describes the image in‑
formation is obtained through digital-to-analog con‑
version. The digital signal is then processed to deter‑
mine the area of the target spacecraft within the im ‑
ages. Such processing also yields the line-of-sight 
vectors of the target spacecraft relative to the vision-

based relative navigation optical sensor. Finally， the 
line-of-sight vectors are output to the guidance navi‑
gation and control （GNC） computer through the ap‑
propriate electrical interface （i. e.， RS422/RS232）. Fig.1　Vision-based relative navigation optical sensor

Table 1　Performance parameter design of the optical 
sensor

Parameter
Focal length/mm

Resolution
Field angle/(°)

Frame frequency/（f·s-1）

Power consumption/W
Envelope size/(mm×mm×mm)

Mass/g
Sensitive magnitude
Use distance range

Value
25

1 280×1 024
15×12

≥30
≤2

50×50×90
<160

6 magnitude
100 m—50 km
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The interface design of the vision-based relative nav‑
igation optical sensor is shown in Fig.2. The connec‑
tor J30V2_25TJN-P3 is an external input and out‑
put interface， including power supply， JTAG pro‑
gram debugging， RS422/RS232 interface， and 
GND pins.

1. 2 Imaging lens design　

The main function of the imaging lens is to fo‑
cus the optical signal in the field of view on the 
CMOS sensor， so as to image the target spacecraft 
on the photosensitive surface of the CMOS sensor. 
The imaging lens of the vision-based relative naviga‑
tion optical sensor designed in the present study not 
only needs to meet the requirements of small distor‑
tion to improve the centroid positioning accuracy of 
the target spacecraft in images， but also needs to en‑
sure a higher single-pixel energy concentration in 
the full field of view. Finally， the performance pa‑
rameters of the designed imaging lens are shown in 
Table 2. Fig. 3 shows the modulation transfer func‑
tion （MTF） curves of the imaging lens， and Fig.4 
shows the distortion curves of the imaging lens. An 
observation can be made from Figs.3—4 that the 
full-field MTF of the imaging lens is found to be bet‑
ter than 0.6@46 lp/mm， and the full-field distortion 
is less than 0.1%.

1. 3 Lens hood design　

Due to the extremely weak sunlight reflection 
from a target spacecraft at a long distance， coupled 
with the highly complex illumination environment in 
space， the vision-based relative navigation optical 
sensor is susceptible to interference from various 
sources. Such sources include sun stray light， 
ground-air stray light， and system internal stray 
light［25］. Moreover， a lens hood needs to be added to 
eliminate the impact of the stray light. Stray light en‑
tering the optical system through the inlet end of the 
lens hood undergoes only one attenuation， which oc‑
curs during reflection on the inner wall of the lens 
hood. As a result， the current design of the lens 
hood does not meet the required design specifica‑
tions. It is therefore necessary to enhance the lens 
hood’s ability to suppress stray light. Typically， 
this is accomplished by incorporating a light barrier 
on the inner wall of the lens hood. Finally， the inner 
wall of the designed lens hood has a hyperbola and 
parabola shaped light barrier， and a new type of 
adaptive low-stray light conical lens hood is de‑
signed. Fig.5 shows the three-dimensional model of 
the lens hood. Through the point source transmit‑

Fig.2　Interface design of the optical sensor

Table 2　Performance parameters of the imaging lens

Parameter
Focal length/mm

Full‑field distortion
Full‑field distortion

MTF
F number

Value
25

<0.1%
<0.1%

≥0.6@46 lp/mm
2.8

Fig.3　MTF curves of the imaging lens

Fig.4　Distortion curves of the imaging lens
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tance （PST） performance testing， findings are 
made that the low-stray light conical lens hood has 
good ability to eliminate stray light. When the off-
axis angle exceeds 10°， the PST magnitude drops to 
below 10-6. Additionally， the low-stray light coni‑
cal lens hood effectively suppresses sun stray light 
up to an angle greater than 25°， and ground-air stray 
light up to an angle greater than 20°.

1. 4 Electronic warehouse design　

A multi-layer mechanical structure is adopted 
for the electronic warehouse of the vision-based rela‑
tive navigation optical sensor， which allows for all 
components to be compactly assembled together， 
minimizing the volume and weight of the vision-

based relative navigation optical sensor. The elec‑
tronic warehouse of the vision-based relative naviga‑
tion optical sensor designed in the present study con‑
sists of four parts， including the upper end cover， 
the middle first layer， the middle second layer， and 
the bottom end cover. The upper end cover is me‑
chanically connected with the imaging lens. The im‑
aging circuit board is placed on the middle first lay‑
er， and the image acquisition and processing circuit 
board is placed on the middle second layer. The lens 
hood， the bottom end cover， the middle first layer， 
the middle second layer， and the upper end cover 
are fixedly connected with nuts through four M2.5 
long screws. The entire electronic warehouse of the 
vision-based relative navigation optical sensor is con‑
structed from AL6061 material and has undergone 
black anodizing treatment. Fig.6 depicts the three-di‑
mensional model and physical image of the electron‑
ic warehouse.

1. 5 Imaging circuit board design　

At present， the commonly used image sensors 
include CCD and CMOS， both of which use photo‑
diodes for photoelectric conversion. CCD image sen‑
sor is a type of charge-coupled device， which be‑
longs to the relatively early and mature imaging de‑
vice. CMOS refers to the complementary metal ox‑
ide semiconductor， which is a voltage controlled am ‑
plification device and the basic unit of CMOS digital 
integrated circuit. In the field of digital imaging， the 
CMOS image sensor has emerged as a cost-effec‑
tive alternative to traditional photosensitive compo‑
nents. In comparison to the CCD image sensor， the 
CMOS image sensor boasts several advantages， in‑
cluding superior imaging quality， high levels of inte‑
gration， fast readout rates， and low power consump‑
tion. Thus， the CMOS image sensor e2v EV76C660 
is selected as the imaging device for the imaging cir‑
cuit board designed in the present study， owing to 
the high spectral response efficiency and ability to 
perform high frame rate imaging. Table 3 shows the 
performance parameters of the EV76C660 chip， 
and Fig.7 shows the spectral response curves of the 
EV76C660 chip. It can be seen from Fig.7 that the 
spectral response range and efficiency of the 

Fig.5　Low-stray light conical lens hood
Fig.6　Electronic warehouse of the optical sensor
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EV76C660 chip are relatively high， fully meeting 
the requirements for use.

As depicted in Fig.8， the imaging circuit board 
contains the necessary peripheral circuit to facilitate 
the normal operation of the EV76C660 chip， as 
well as an interface circuit for external input and out‑
put. The primary function is to supply the EV76C660 
chip with starting voltage， drive the chip to convert 
the optical signal into an analog electrical signal， 
and transmit it to the image acquisition and process‑
ing circuit board. An observation can be made from 
Fig.8 that the peripheral circuit provides starting 
voltages of 3.3 V and 1.8 V， as well as a reference 
clock， to the EV76C660 chip. Such voltages are 
generated using the 5 V power supply connected to 
the image acquisition and processing circuit board， 
with the LT1963ES8 chip serving as the voltage 
converter. Moreover， the image acquisition and pro‑
cessing circuit board configures registers in the 
EV76C660 chip through SPI protocol， so that pa‑
rameters of the EV76C660 chip in the process of 
photoelectric conversion can be changed. Since the 
analog electrical signal voltage （1.8 V） obtained af‑

ter the conversion of EV76C660 chip does not 
match the pin voltage （3.3 V） of ZYNQ chip， 
SN74AVC8T24 chip is selected as the level con‑
verter for the signal interaction between EV76C660 
chip and ZYNQ chip. The hardware design of the 
imaging circuit board is shown in Fig.9， which 
shows the arrangement of components of the imag‑
ing circuit board.

Table 3　Performance parameters of the EV76C660 chip

Parameter
Number of effective pixels

Image size/(″)
Frame frequency/(f·s-1)

Bit depth/b
Pixel size/(μm×μm)

Pixel frequency/(Mpixels·s-1)
Temperature range/℃

Power consumption/mW

Value
1 280×1 024

1/1.8
≤60

10
5.3×5.3
90—120

-30—+60
<200

Fig.7　Spectral response curves of the EV76C660 chip
Fig.8　Peripheral circuit of the EV76C660 chip

Fig.9　Hardware design of the imaging circuit board
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1. 6 Image acquisition and processing circuit 
board design　

The primary function of the image acquisition 
and processing circuit board is to collect the analog 
electrical signal generated by the imaging circuit 
board， and convert it into a digital signal that repre‑
sents the image information. The digital signal is 
then processed to determine the area of the target 
spacecraft in images， and the line-of-sight vectors of 
the target spacecraft relative to the vision-based rela‑
tive navigation optical sensor are calculated. Final‑
ly， the line-of-sight vectors are output to the GNC 
computer through the RS422/RS232 interface.

For the image acquisition and processing circuit 
board， the ZYNQ XC7Z035-FFG676-2I chip 
（Kinex-7 architecture） is selected as the main pro‑
cessor. The ZYNQ XC7Z035-FFG676-2I chip inte‑
grates ARM Cortex-A9 dual-core CPU with a work‑
ing frequency of 800 MHz. The ZYNQ XC7Z035-

FFG676-2I chip offers two system clock options， 
namely a 100 MHz clock to the PL terminal and a 
33.333 MHz clock to the PS terminal. The chip 
comprises 275 K programmable logic units， 
171 900 lookup tables， and a 17.6 Mb Block RAM. 
Further， both hardware and software programming 
functionalities are supported. Table 4 illustrates the 
performance parameters of the ZYNQ XC7Z035-

FFG676-2I chip.
As shown in Fig.10， the image acquisition and 

processing circuit board is the smallest system of the 
ZYNQ XC7Z035-FFG676-2I chip， being mainly 

composed of the peripheral circuit that drives the 
ZYNQ XC7Z035-FFG676-2I chip to work normal‑
ly and the external input and output interface cir‑
cuit， including the main processor， the voltage con‑
version circuit， RS422/RS232 interface， the SD 
card interface， and the JTAG interface. The voltage 
conversion circuit converts the external input 5 V 
power supply into 3.3， 1.8， and 1.0 V， with the 
LTM4644IY chip being selected as the voltage con‑
version device. The voltage conversion chip works 
normally within the input voltage range of 2.375 V 
to 14 V of the external power supply， and supports 
the output voltage range of 0.6 V to 5.5 V. The pro‑
gram download and debugging are predominantly 
implemented through the JTAG interface， which 
consists of four signal wires， namely TCK， TDO， 
TMS， and TDI， corresponding to the clock， data 
output， mode selection， and data input signals， re‑
spectively. The RS232 interface adopts the 
MAX3232EUE chip as a signal converter to facili‑
tate the transmission of RS232 signal between 
3.0 V and 5.5 V power supplies with a maximum 
transmission rate of 1 Mb/s.

Table 4　Performance parameters of the ZYNQ 
XC7Z035⁃FFG676⁃2I chip

Parameter

Processor

Working frequency/MHz
FLASH/Mb
EMMC/GB
Logic unit/K

Number of lookup tables
Block RAM/Mb

System clock/MHz

Value
XC7Z035FFG676‑2I, 

dual‑core ARM Cortex‑A9
800
256

8
275

171 900
17.6

33.333/100
Fig.10　Hardware design of the image acquisition and pro‑

cessing circuit board

43



Vol. 42 Transactions of Nanjing University of Aeronautics and Astronautics

2 Ground Verification System De⁃
sign

Fig.11 shows the overall architecture of the 
ground verification system， including module com‑
position and data interaction. The ground verifica‑

tion system is mainly composed of dynamics simula‑
tion module， star map simulation module， optical 
simulator， GNC computer， and real-time monitor‑
ing display module. The blue line represents the 
physical signal and the red line the digital signal in 
Fig.11.

2. 1 Dynamics simulation module design　

The dynamics simulation module is created uti‑
lizing Simulink/xPC Target and comprises various 
simulation modules such as the time simulation mod‑
ule， attitude measurement and control simulation 
module， micro-thruster simulation module， chaser 
spacecraft and target spacecraft orbit recurrence 
module， and global navigation satellite system 
（GNSS） simulation module. The composition of 
the dynamics simulation module and data interaction 
with other modules are shown in Fig.12. The time 
simulation module is responsible for providing time 
input to the ground verification system. The chaser 
spacecraft and target spacecraft orbit recurrence 
module outputs the orbit data obtained through time 
recurrence to the star map simulation module. The 
GNSS simulation module outputs the simulated 
chaser spacecraft orbit data to the GNC computer， 
which in turn outputs the control force and torque to 
the micro-thruster simulation module and the atti‑
tude measurement and control simulation module.

Moreover， the high-precision orbit recurrence 
module includes a 21×21 order EGM08 gravity 
field model， a coordinate conversion model based 
on IAU 2000， an aerodynamic drag model based on 
NRLMSISE 2000 atmospheric density model， a 
third body perturbation model based on JPL DE436 

ephemeris， and a solar pressure model.

2. 2 Star map simulation module design　

During autonomous proximity operations using 
vision-based relative navigation technology， its max‑
imum distance can reach tens of kilometers， and its 
minimum distance may directly dock with the target 
spacecraft. In the presence of such a wide range of 
changing scenes， it is clearly impractical to validate 
the performances of the vision-based relative naviga‑
tion systems by capturing images of actual model of 
the target spacecraft using the ground verification 
system. Such impracticality can be attributed to the 

Fig.11　Overall architecture of the ground verification system

Fig.12　Data interaction relationship of the dynamics simula‑
tion module
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unavailability of experimental sites spanning tens of 
kilometers， lack of darkroom environment， and the 
dynamic nature of the changing star field. Thus， the 
star map simulation design is adopted in the present 
study to provide input information for the research 
of autonomous recognition and tracking algorithms 
of space targets and the vision-based relative naviga‑
tion algorithms， thereby promoting the design and 
verification of the entire autonomous proximity 
GNC system.

In the design of the star map simulation， the 
imaging parameters must be considered， such as res‑
olution， focal length， pixel size， field angle， frame 
frequency， exposure time， gain， and noise of the vi‑
sion-based relative navigation optical sensor， as 
well as the star background， attitude orientation and 
stability of the chaser spacecraft platform， orbital pa‑
rameters of the chaser and target spacecraft， installa‑
tion direction of the vision-based relative navigation 
optical sensor on the chaser spacecraft platform， sun 
illumination， surface materials of the target space‑
craft， and size of the target spacecraft to generate 
simulated dynamic video images of the target space‑
craft that change with time. The vision-based rela‑
tive navigation optical sensor is used to take pictures 
of stars with different magnitudes in a clear and 
cloudless outdoor night sky scene， so as to ensure 
that the simulated background in the images closely 
resembles the real space environment. As shown in 
Fig.13， the actual brightness and size of stars with 
different magnitudes at different exposure times in 
images are obtained as reference data.

The main steps of star map simulation include：
（1） Projective transformation. Projection trans‑

formation refers to the calculation of the pixel coor‑
dinates in images according to the relative position 
vectors of the target spacecraft in the vision-based 
relative navigation optical sensor frame， the right as‑
cension and declination information of stars， the atti‑
tude matrix of the chaser spacecraft， the installation 
matrix， and imaging parameters of the vision-based 
relative navigation optical sensor. The relative posi‑
tion vectors of the target spacecraft in the vision-

based relative navigation optical sensor frame can be 

obtained by means of matrix transformation.
By marking the position vectors of the origin of 

the J2000 geocentric inertial frame in the vision-based 
relative navigation optical sensor frame O S ‑XSY S ZS 

as T， the position vectors V S
t = [ xS

t，y S
t ，zS

t ]
T
 of the 

target spacecraft in the frame O S ‑XSY S ZS can be ex‑
pressed as

V S
t = RS

J2000V
J2000

t + T (1)
where RS

J2000 represents the attitude conversion matrix 
from the J2000 geocentric inertial frame to the vision-

based relative navigation optical sensor frame 
O S ‑XSY S ZS； V J2000

t  the position vectors of the target 

Fig.13　Actual pictures taken by the optical sensor
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spacecraft in the J2000 geocentric inertial frame ob‑
tained by the high-precision orbit recurrence module 
of the target spacecraft.

For the vision-based relative navigation optical 
sensor with focal length of f， the coordinates 

( xR
t ，y R

t ) of the target spacecraft in the imaging 
frame O R ‑xy can be expressed as

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

xR
t

f
= xS

t

zS
t

y R
t

f
= y S

t

zS
t

(2)

Without considering the distortion of the imag‑
ing lens， according to the geometric relationship of 
the aperture imaging， by transforming the coordi‑
nate ( xR

t ，y R
t ) to the pixel frame O P ‑uv， and the pix‑

el coordinate ( uR
t ，vR

t ) of the target spacecraft in the 
images can be expressed as

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

uR
t = u0 + xR

t

dx

vR
t = v0 + y R

t

dy

(3)

where u0 and v0 represent the center coordinates of 
the pixel plane； dx and dy the pixel size of the vi‑
sion-based relative navigation optical sensor.

For the projection transformation of stars， 
since the stars are located at infinity under the J2000 
geocentric inertial frame， the translation vector T in 
Eq.（1） can be ignored during the coordinate trans‑
formation. The unit direction vector V J2000

s =

[ xJ2000
s ，y J2000

s ，zJ2000
s ]

T
 of any star with right ascension of 

αs and declination of β s in the star catalog under the 
J2000 geocentric inertial frame can be expressed as
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ú
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úcos β s cos α s

cos β s sin α s

sin β s

(4)

According to the calculation process of 
Eqs.（1—3）， the pixel coordinates of stars in the 
images are obtained as ( uP

s，vP
s ).

（2） Gray value quantization. Magnitude is a 
unit of measurement commonly used in astronomy 
to indicate the brightness of stars. The magnitude 
scale is logarithmic， with higher magnitudes indicat‑

ing fainter stars. In designing the star map simula‑
tion， the magnitude values listed in the star catalog 
need to be converted into corresponding gray values 
in the simulated images. Thus， the actual brightness 
and size of stars with different magnitudes in pic‑
tures taken by the vision-based relative navigation 
optical sensor are compared at different exposure 
times， as well as the simulation analysis results of 
the optical characteristics of the target spacecraft. Fi‑
nally， the certain gray values are assigned to the tar‑
get spacecraft and stars with different magnitudes.

（3） Image synthesis. In step （2）， the gray val‑
ues assigned to the target spacecraft and stars with 
different magnitudes cannot be directly used to fill 
the matrix in the pixel frame. Instead， the stars are 
projected onto the image plane and dispersed to mul‑
tiple pixels， thus forming a light spot. The integral 
form of Gaussian distribution is closer to the real 
physical process， which can be expressed as
g ( ui,vi )=

λ
2πσ 2 ∫

ui -
1
2

ui +
1
2 ∫

vi -
1
2

vi +
1
2 exp

é
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ê
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ê
ê
ê
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t

2

2σ 2

ù

û

ú
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ú

dudv

(5)
where ( uR

t ，vR
t ) is the projection coordinate calculat‑

ed in Eq.（3）； λ the energy gray scale coefficient； 
and σ the degree of defocus.

2. 3 Optical simulator design　

The optical simulator is the core component of 
this set of ground verification system for the hard‑
ware-in-the-loop testing of the vision-based relative 
navigation systems. The main function is to dynami‑
cally display the simulated star map in Section 2.2. 
The hardware composition of the designed optical 
simulator is described in this section， and the optical 
principle design of the optical simulator is intro‑
duced.

Figs.14—15 show the three-dimensional model 
and physical image of the optical simulator. The 
hardware composition of the optical simulator in‑
cludes： （1） A precision three-axis guide rail， where 
each axis has a positioning accuracy of better than 
0.05 mm； （2） a display screen with a resolution of 
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1 280×1 024； （3） an optical platform with a size 
specification of 300 mm×900 mm×13 mm； （4） a 
collimating lens； （5） an vision-based relative navi‑
gation optical sensor； （6） a real-time monitoring 
and display computer； （7） a dynamic image simula‑
tion computer； （8） an installation and adjustment 
structure of the display screen； （9） an installation 

and adjustment structure of the collimating lens； 
（10） a precision three-axis turntable， where each 
axis has a positioning accuracy of better than 
0.005° ； （11） an installation and adjustment struc‑
ture of the vision-based relative navigation optical 
sensor. The performance parameters of the optical 
simulator are presented in Table 5.

Firstly， the collimating lens and the vision-

based relative navigation optical sensor have to be 
installed coaxially， and the display screen has to be 
located at the focal plane of the collimating lens， as 
shown in Fig.16， meeting the following relationship

r = fc (6)

Due to the equipped precision three-axis turnta‑
ble and three-axis guide rail， the size of r can be ad‑
justed， and the focal length fc of the corresponding 
collimating lens needs to be changed accordingly. 
Such design requirement could be met by replacing 
the collimating lens with the corresponding focal 
length fc， thereby realizing the adjustability of the 
optical simulator. Moreover， the field angle θFOV of 
the diagonal of the vision-based relative navigation 
optical sensor is suitable for the length D sc of the di‑
agonal of the display screen， which needs to meet 
the relationship shown as

fc = D sc

2tan ( )θFOV 2
(7)

Moreover， the parameters of the collimating 

Fig.14　Three-dimensional model of the optical simulator

Fig.15　Physical image of the optical simulator

Table 5　Performance parameters of the optical simulator

Parameter
Simulation magnitude range

Magnitude error
Inter‑star angular distance error

Star map update frequency
Star map field of view
Light source stability

Value
More than 6 magnitude

Less than ±0.3 magnitude
Better than 30″

≥10 Hz
≥15°×12°

Better than ±2%

Fig.16　Optical schematic diagram of the optical simulator
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lens also include the minimum diameter D c. In order 
to make the aperture of the vision-based relative nav‑
igation optical sensor fully illuminated by the colli‑
mating light from the edge light source of the dis‑
play screen， D c can be obtained as［26］

D c

2 = D s

2 + d tan ( θFOV 2 ) (8)

where D s is the diameter of the imaging lens of the 
vision-based relative navigation optical sensor. In or‑
der to make D c smaller， d should be as small as pos‑
sible.

2. 4 GNC computer design　

As the core component of the attitude and orbit 
control system， the GNC computer is a significant 
factor in the attitude and orbit control of the chaser 
spacecraft. By selecting high performance COTS de‑
vices， the GNC computer can fully meet the require‑
ments of the attitude and orbit control system of the 
microsatellite platform. The hardware design of 
GNC computer is shown in Fig.17.

To ensure the efficient execution of various 
GNC algorithms on the microsatellite platform， the 
STM32F407ZGT6 chip is employed as the main 
processor of the GNC computer. The STM32F407 
series processors are equipped with a 7-fold AHB 
bus matrix and a multi-channel DMA controller， fa‑
cilitating data parallel processing and significantly 
enhancing the data operation rate. This series of pro‑
cessors provides the GNC system with 1 MB 
Flash， 192 KB SRAM， RC， PLL， and real-time 
clock. Moreover， the GNC computer also contains 
15 communication interfaces， including six USART， 

three SPI， three I2C， two CAN， and one SDIO. In 
terms of peripheral devices， it also includes three 12-

bit ADC， two 12-bit DAC， and 17 timers. The use 
of STM32F407 series processors has established 
the groundwork for practical implementation of the 
GNC system on the microsatellite platform. Table 6 
shows performance parameters of the GNC comput‑
er.

3 Experimental Testing and Result 
Analysis 

3. 1 Star map simulation testing　

The star map simulation design is performed 
using MATLAB R2018a. According to the hard‑
ware performances of the vision-based relative navi‑
gation optical sensor， the stars with a brightness 
above 6 magnitude can be recognized， and those 
with a brightness below 6 magnitude are ignored in 
the star map simulation. When simulating the star 
map， the assumption is that the mean magnitude er‑
ror is 0 and the variance is 0.01 Gaussian white 
noise. The image background is equivalent to the 
brightness of 10 magnitude， and the exposure coeffi‑
cient of the vision-based relative navigation optical 
sensor is selected as 1. A further assumption is that 
the installation direction of the vision-based relative 
navigation optical sensor is aligned with the chaser 
spacecraft body frame， and the chaser spacecraft 
platform is in a three-axis stable state. The main 
simulation parameters in the process of the star map 
simulation are shown in Table 7. The simulated im ‑
ages are shown in Figs.18—19， where Fig.18 is the 
simulated image without adding device noise， and 
Fig.19 the simulated image with adding device 
noise.

Table 6　Performance parameters of the GNC computer

Parameter
Supply voltage/V

Processor

I2C interface
Debugging interface

Other interfaces

Value
7.4/5/3.3

High performance ARM 
Cortex‑M4, 32‑bit RISC kernel

Three‑way I2C bus extension
SWD pattern

SPI/PWM/ADC/RS232

Fig.17　Hardware design of GNC computer
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The system distortion of the optical simulator 
is geometrically calibrated using the method pro‑
posed in Ref.［27］ to improve the angular accuracy 
of star centroids in simulated images. Fig.20 shows 
the comparison between positions of stars before 
and after geometrical calibration. The inter-star an‑
gular distance before and after geometrical calibra‑
tion is measured by the theodolite， and the accuracy 
of the theodolite is better than 2″. The results show 
that the average error of the inter-star angular dis‑
tance is 5.71″（3σ）， meeting the index requirements 

of optical simulator with inter-star angular distance 
error better than 30″. The average errors of inter-

star angular distance and target spacecraft centroid 
before and after geometrical calibration are shown in 
Table 8. The calculation equation of the average er‑
ror ma of inter-star angular distance is expressed as

m a = 1
N ∑

i = 1

N

( )m̄ i - m͂ i (9)

Further， in addition to considering the back‑
ground of stars， star map simulation is also conduct‑
ed at different inter-satellite distances by combining 
the real images in a fully-real ground simulation ex‑
periment scene. The scene involves imaging a re‑
duced scale model of the target spacecraft made of 

Table 7　Main simulation parameters during star map 
simulation

Parameter
Initial orbital elements of 

target spacecraft
Initial orbital elements of 

chaser spacecraft
Standard deviation of 
measurement error of 

optical sensor
Standard deviation of 

measurement deviation of 
optical sensor

Standard deviation of attitude 
determination error

Value
[6 878.137 km, 0, 5°, 

120°, 0°, 50°]T

[6 878.137 km, 7.3×10-5, 
4.996°, 120°, 0°, 49.757°]T

σα = σε = 18″

σb,α = σb,ε = 5″

(σatt, off‑axis, σatt, roll) = (6″, 40″)

Fig.18　Simulated image without adding device noise

Fig.19　Simulated image with adding device noise

Fig.20　Comparison between positions of stars before and 
after geometrical calibration

Table 8　Average error of inter⁃star angular distance 
and target spacecraft centroid

Parameter

Inter‑star angular 
distance/（″）

Target spacecraft 
centroid azimuth/（″）

Target spacecraft 
centroid elevation/（″）

Before geometrical 
calibration

18.78

21.52

25.45

After geometrical 
calibration

5.71

8.87

9.36
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real materials under real illumination conditions sim ‑
ulated by the sun simulator， as depicted in Fig.21. 
The sun simulator uses xenon lamp as the light 
source with the irradiation nonuniformity of less 
than 3%， and the irradiation intensity is adjustable 
in the range of 1 000—4 000 W/m2. The star map 
simulation results are shown in Fig.22. Finally， the 
positioning accuracy of the target spacecraft centroid 
at different inter-satellite distances is analyzed， 
whose results are shown in Table 9. An observation 

can be made from Table 9 that the positioning accu‑
racy of the target spacecraft centroid will decline 
with the decrease in inter-satellite distance.

3. 2 Hardware⁃in⁃the⁃loop testing of vision⁃
based relative navigation algorithm　

The designed vision-based relative navigation 
optical sensor and the angles-only navigation algo‑
rithms proposed by authors in previous research［28］ 
are tested on the ground verification system. The 
general architecture of the angles-only navigation al‑

gorithms is shown in Fig.23. Firstly， the vision-

based relative navigation optical sensor captures the 
simulated star field， which includes the target space‑
craft displayed on the screen. Next， the acquired im ‑
ages are preprocessed， and the centroids of all stars 
are extracted. The star catalog and satellite attitude 
information are then combined to eliminate the cen‑

Fig.21　Fully-real ground simulation experiment scene

Fig.22　Star map simulation at different inter-satellite distances

Table 9　Positioning accuracy of target spacecraft centroid

Inter‑satellite distance/
m

206
383
511

1 278

Centroid theoretical value/
pixel

(607, 470)
(671.5, 515)
(640.5, 478)
(618, 543)

Centroid measured value/
pixel

(605.2, 472.7)
(672.6, 516.9)
(641.3, 476.8)
(618.5, 542.3)

Centroid error absolute value/
pixel

(1.8, 2.7)
(1.1, 1.9)
(0.8, 1.2)
(0.5, 0.7)
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troids of non-target spacecraft. The target spacecraft 
is subsequently recognized accurately based on the 
trajectory difference［29］. Finally， to obtain the rela‑
tive motion states between the chaser spacecraft and 
the target spacecraft， the extracted line-of-sight vec‑
tors of the target spacecraft are substituted into the 
angles-only navigation filter.

Fig.24 shows the schematic diagram of star 
classification results， including target spacecraft， 
star， unrecognized object， and camera noise. Table 
10 shows statistical results of target spacecraft rec‑
ognition success rate before and after geometrical 
calibration. An observation can be made from Table 
10 that the target spacecraft recognition success rate 

before and after geometrical calibration is greater 
than 96%， and the target spacecraft recognition suc‑
cess rate after geometrical calibration is better than 
that before.

In a typical orbital scenario， the hardware-in-

the-loop testing of the angles-only navigation algo‑
rithms under the rectilinear/curvilinear state relative 
dynamics model proposed by the authors in previous 
research［28］ is conducted on the ground verification 
system. Fig.25 shows experimental diagram of the 
ground verification system， for which the experi‑
mental devices includes an optical simulator， a 
GNC computer， a dynamics simulation computer， 
an vision-based relative navigation optical sensor， 
and a real-time monitoring display module.

Fig.23　General architecture of angles-only navigation algorithms

Fig.24　Schematic diagram of star classification results

Table 10　Target spacecraft recognition success rate

Scenario

Before geometrical calibration

After geometrical calibration

Number of frames of the 
target spacecraft recognized

2 887

2 956

Number of frames of the 
target spacecraft unrecognized

113

44

Total 
frames

3 000

3 000

Recognition 
success rate/%

96.23

98.53

Fig.25　Experimental diagram of the ground verification sys‑
tem
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Figs.26—28 show the hardware-in-the-loop 
testing results of the angles-only navigation algo‑
rithms under the rectilinear/curvilinear state relative 
dynamics model. Fig.26 shows the estimated rela‑
tive motion trajectories of the angles-only navigation 
algorithm under the rectilinear state relative dynam ‑
ics model， Fig.27 shows the estimation errors of the 
angles-only navigation algorithm under the rectilin‑
ear state relative dynamics model before and after 
geometrical calibration， and Fig.28 shows the esti‑
mation errors of the angles-only navigation algo‑
rithm under the curvilinear state relative dynamics 
model before and after geometrical calibration.

An observation can be made from Figs.27—28 
that the angles-only navigation filter under the recti‑
linear/ curvilinear state relative dynamics model can 

Fig.26　Estimated relative motion trajectories of the angles-

only navigation algorithm

Fig.28　Estimation errors of the angles-only navigation algorithm under the curvilinear state relative dynamics model

Fig.27　Estimation errors of the angles-only navigation algorithm under the rectilinear state relative dynamics model
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converge slowly， but the angles-only navigation fil‑
ter under the rectilinear state relative dynamics mod‑
el has poor observability， resulting in the poor con‑
vergence of the angles-only navigation filter. How‑
ever， the angles-only navigation filter under the cur‑
vilinear state relative dynamics model has better con‑
vergence and higher filtering accuracy， demonstrat‑
ing that the angles-only navigation system under the 
curvilinear state relative dynamics model has better 
observability. Further， the accuracy of relative posi‑
tion at terminal time is improved by 25.5% after 
geometrical calibration compared to before， while 
the accuracy of relative speed at terminal time is im ‑
proved by 31.3% after geometrical calibration com ‑
pared to before. Thus， the geometrical calibration 
of optical simulator can improve the performances of 
the angles-only navigation filter， and also prove that 
the optical simulator after geometrical calibration 
can meet the requirements of the hardware-in-the-

loop testing of the vision-based relative navigation 
systems. Moreover， the estimation errors of the an‑
gles-only navigation filter obtained from experimen‑
tal testing are larger than those of numerical simula‑
tion. This is due to the inability to eliminate device 
installation errors and lens distortion errors in experi‑
mental testing system. Therefore， there is a prob‑
lem of over idealization in the setting of certain pa‑
rameters in numerical simulation.

4 Conclusions 

An vision-based relative navigation optical sen‑
sor suitable for the microsatellite platform is de‑
signed， including the detailed design of the imaging 
lens， lens hood， electronic warehouse， imaging cir‑
cuit board， and image acquisition and processing cir‑
cuit board. A set of ground verification system for 
the hardware-in-the-loop testing of the vision-based 
relative navigation systems is built， including the de‑
tailed design of the dynamic simulation module， star 
map simulation module， optical simulator， and 
GNC computer. The designed vision-based relative 
navigation optical sensor and the proposed angles-

only navigation algorithms are tested on the ground 

verification system. The results verify that the opti‑
cal simulator after geometrical calibration can meet 
the requirements of the hardware-in-the-loop testing 
of the vision-based relative navigation systems. As 
such， the present study provides an effective experi‑
mental method and a system-wide hardware design 
solution for the engineering application of the vision-

based relative navigation technology on the micro‑
satellite platform.

Subsequent improvements can be made to the 
design of optical simulator by adding another colli‑
mating lens to achieve the design of variable magnifi‑
cation optical simulator， so as to meet needs of dif‑
ferent scenarios.
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基于视觉的微小卫星相对导航系统设计与地面验证

杜荣华 1， 廖文和 2， 张 翔 2

（1.南昌航空大学航空制造与机械工程学院，南昌  330063，中国； 
2.南京理工大学微纳卫星研究中心，南京  210094，中国）

摘要：介绍了基于视觉的微小卫星相对导航系统设计和地面验证，为在微小卫星平台上实施视觉导航技术提供

了全面的硬件设计解决方案和稳健的实验验证方法。首先，设计了一种低功耗、轻量化、高性能的视觉相对导航

光学传感器；然后，设计了一套地面验证系统，以用于视觉相对导航系统硬件在环测试；最后，在地面验证系统上

对设计的视觉相对导航光学传感器和提出的仅测角导航算法进行了实验测试，结果验证了几何校准后的光学模

拟器能够满足视觉相对导航系统硬件在环测试要求。根据实验测试结果，与几何校准前的光学模拟器相比，仅

测角导航滤波器在终端时刻的相对位置精度提高了 25.5%，相对速度精度提高了 31.3%。

关键词：微小卫星；视觉相对导航；光学模拟器；地面验证；仅测角导航
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