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Abstract; The multi-resolution adaptive grids method is proposed to solve the problems of inefficiency in the previ-

ous grid-based methods, and it can be used in clouds simulation as well as the interactive simulation between ob-

jects and clouds. Oriented bounding box (OBB) hierarchical trees of objects are established, and the resolutions of

global and local grids can be selected automatically. The motion equations of fluid dynamics are simplified. Upwind

difference is applied to ensure the stability of the simulation process during the discrete process of partial differenti-

al equations. To solve the speed problem of existed phase functions, the improved phase function is applied to the

illumination calculation of clouds. Experimental results show that the proposed methods can promote the simula-

tion efficiency and meet the need for the simulation of large-scale clouds scene. Real-time rendering of clouds and

the interaction between clouds and objects have been realized without preprocessing stage.
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0 Introduction

Clouds simulation is a research hotspot in the
computer graphics field. For a common fluid,
simulation methods of clouds can be classified in-
to two categories; heuristic methods and physics-
based methods™™. With the rapid development in
hardware and software, physics-based methods
have become the mainstream in recent years. The
key problem of the physics-based methods is to
solve the partial differential equations. Clouds
were generated based on fluid dynamics in Refs.
[3-5]. The methods are suitable for certain type
of clouds simulation. Harris simulated dynamic
clouds using physics-based method, and realized
the interactive simulation between one aircraft
and clouds'®’. Large-scale clouds scene was simu-

lated based on fluid dynamics without dynamic in-
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teraction in Ref. [7].

Grid-based methods are widely used in fluid
simulation to solve the partial differential equa-
tions. A grid space is generated to calculate the
motion of fluids. Navier-Strokes (N-S) equations
are discretized by using grids, and finite differ-
ence method is used to solve the equations. Many
fluid simulations utilize the single grid™*17,
While representing the shape of interactive ob-
jects with fluid, the number of grid cells is in-
creased greatly, and GPU acceleration is hard to
implement. The interaction between smoke and
rigid object was simulated in Ref. [12], and dif-
ferent resolution grids were established for them.
However, the technique failed to achieve the
adaptive selection of resolutions and affected its
practicality. And simulation is also performed on

the occupied grid cells by interactive object, re-
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sulting in frequent data transfer. Refs. [ 13-14 ]
applied adaptive multi-grid method to implement
the interaction between smoke and the rigid ob-
ject. However, they need to calculate all grid
cells including interactive object, thus lowering
the efficiency.

To solve the above problems, the multi-reso-
lution adaptive grids method is proposed in this
paper to simulate clouds scenes and the interac-
tion between clouds and objects in real time. Fur-
thermore, the improved phase function is applied
to the model of multiple forward scattering in

clouds illumination.

1  Multi-resolution Adaptive Grids
Method

1.1 Multi-resolution grids

Multi-resolution grids method regards the
whole simulation space as evenly-divided global
grid space. Fig.1 is a two-dimensional (2D) uni-
form grid space, and the shaded areas represent
the interactive objects. The object at the bottom
right represents the effect after the movement.
Green grids surrounding the interactive objects
are called the local grids and they have different
resolutions. Blue boxes surrounding the interac-
tive objects are oriented bounding boxes (OBBs)
at the top of Fig. 1. Local grids are created at the
edge of interactive object. Interactive objects can
move freely without the limitation of speed, and
their corresponding bounding boxes make the
same movement. Fig. 2 is a three-dimensional
(3D) case, where the red shadow represents the
interactive object, and a separate grid cell is at
the right.

Here one also uses the alterable global grid
resolution. Since updating global grid resolution
is time-consuming, the global grid resolution is
not frequently changed according to the judgment

rule.
1.2 Splitting and combination of grid cells

1.2.1
Both for global grid or local grid, the split-

Principles of splitting and combination

ting and combination of grid cells will appear

After motion

LQC'A\ %ﬂd

Viewpoint

Fig. 1 2D multi-resolution uniform grid

(a) Whole grid space

(b) One single grid cell

Fig. 2 3D uniform grid

while changing the grid resolution. For the differ-
ent dimension of the grid, the number of grid
cells in the axial direction is 2", where n is a posi-
tive integer (n can be different).

For global grid, the starting position of the
combination and splitting will move on from the
origin along each axis. The combination and
splitting of local grid cells are implemented along
the edge cells occupied by interactive objects.
Fig. 3 shows the processes of combination and
splitting in 2D, where the reverse process is split-

ting.

Fig. 3 Combination of 2D grid cells

1. 2.2 Data processing after splitting and combi-
nation of grid cells
Redundant data will appear after the combi-

nation of grid cells. The splitting will generate
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new grid cells, and these grids need to be as-
signed to new data. One uses linear interpolation
to handle data transfer and transformation of dif-
ferent resolution grid cells. The data transfer af-
ter the combination and splitting is consistent
with the case of Fig. 4. When converting high-
resolution grids to low-resolution grids, the data

of new cells are A=(a+b+c+d)/4, and the da-
ta of new cells will be a=- (A, +A,)+2 A+-L

A, conversely.

o
i
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Fig.4 Data transfer after splitting or combination of

grid cells

1.3 Processing occupation of grid cells

1.3.1 Determination of whether the object occu-
pies grid cells

Hierarchical OBB bounding boxes are created
for interactive objects in order to accelerate the
intersection test between the objects and the fluid
cells. Their data are stored in the hierarchical oc-
tree data structure. The bounding box of the out-
ermost layer is at the top level of data structure,
and the basic information of the object is stored at
the bottom level of data structure. One only cre-
ates a hierarchical data structure for the surface of
the object because the object is rigid and it does
not deform during the interaction, which can pro-
mote the speed of the creation of the bounding
box. A status flag for each grid cell (including
global and local grids) is set to mark the occupa-
tion state of the grid cell. To determine whether
the object occupies the grid cell, one performs in-
tersection test between the hierarchical OBBs of
the object and the grid cell in a top-down order.
According to the intersection cases between the
leaf nodes and grid cells, if they are the cases
shown as Figs. 5(a, b), the object does not occu-
py the grid cell (Disjoint situation certainly does

not occupy the grid cell. ). Only in the case of

Fig. 5(c), grid cell is occupied by the object, and
the status variable of the grid cell is marked as

occupied.

Fig.5 Relationship between object and grid cell

1.3.2 Data processing of grid cells after object
movement

After the motion of the interactive object,
new global grid cells will be occupied or some
others are unoccupied again. One treats the data
on these cells as follows.

(1) From occupied to unoccupied

One handles the data from the edge of occu-
pied area in terms of the order from outside to in-
side. If status variable of a grid cell is changed
from occupied to unoccupied, new data are deter-
mined by data interpolation of surrounding unoc-
cupied cells. Then flag variable of the cell is set
to unoccupied.

(2) From unoccupied to occupied

It is not necessary to process the data stored
in the cell, and the flag variable of the cell is only
set to occupied.

After the motion of the object, the resolution
of local grid can change and is not consistent with
the one of global grid. Just like the red triangle
object in Fig. 6, and the higher resolution of the
local grid is required. One treats the case as fol-
lows:

Step 1 Determine new resolutions of global

and local grids;

Global grid

Viewpoint

Fig. 6 Change of occupied cells after object movement
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Step 2 Split or combine global grid, and
deal with its data;

Step 3 Determine the newly occupied and
unoccupied cells between the object and the global
grid, and the corresponding data processing is
needed;

Step 4 For the newly occupied cells of the
global grid, split or combine them according to
the new resolution of the local grid, i. e., deal
with the splitting or combination of the local
grid.

Step 5 Determine whether local grid cells
are occupied again. When multiple objects are in-
volved in the interaction, the overlap must be
avoided.

While transferring data between the grid
cells, one just considers the data transfer between
global grid cells in different resolutions. For local
grid cells, just deals with their status flags to dis-

play interactive objects.
1.4 Choosing grid resolutions

The choice of global and local grids resolu-
tion is determined by the distance from the view-
point to the center of simulation space or to the
center of the interactive object. It is easy to know
the center position of simulation space, and one
regards the center of top OBB of the interactive
object as the center of the object. Previous data
can be reused to decrease the amount of calcula-

tion, as shown in Fig. 7.

Viewpoint

Fig. 7 Distance from the viewpoint to simulation space

or to center of object

When the distance d between the viewpoint
and the center of simulation space changes, the

global grid resolution needs to be adjusted. When

projecting the grid on the computer screen, the
grid cell of width & corresponds to (h * e)/d pix-
els, where e is a constant determined by camera
parameters. When (h * e¢)/d =1, i. e. corre-
sponding to 1 pixel, it can meet display require-
ment.

One can determine the size of 1 pixel from
the known screen resolution and the screen size
initially. Assuming that h,,, is the size of the grid
cell at the highest resolution, according to (h
e)/d=1, h,. is constant if simulation space is de-
termined. Assuming that d,.. is the current dis-
tance from the viewpoint to the center of simula-

Nuar * . Let d, be the al-

terable distance between the viewpoint and the

tion space, then d ., =

center of simulation space, one can get

M= \‘ logz ddl J

where | + | represents the rounding down and

M the change exponent of the global grid resolu-
tion. New resolution of global grid changes into
2™ wwhere N is the exponent of the highest
resolution obtained from the initial size of simula-
tion space and h,,.,. During the actual simulation,
the highest resolution of global grid is set as

2NV In order not to change the global grid res-

: d
olution frequently, one uses M= L log, dil J to

ensure that the global grid resolution will change
only when d, becomes greater.

Changes of local grid resolution are adopted
similarly as the way of global grid. Assuming
that [, is the current distance from the viewpoint
to the center of the interactive object, then /,.,=
N ¢ €. Assuming that [, is the alterable distance
between the viewpoint and the center of the inter-
active object, one can get

L:LIO&LJ

{ max
where L is the change exponent of the local grid
resolution. New resolution of local grid changes
into 2N,
From the adjustment of grid resolution, one
can see that the automatic adjustment can be real-
ized when the viewpoint changes or the interactive

objects move. Manual adjustment or experimen-
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tal determination is not required. While perform-
ing the fluid simulation, it can be done to move
forward until the last cell along the x, y., 2 axis
directions. If the cells are occupied, they are
skipped directly without any processing to pro-
mote simulation efficiency, and instability in the

simulation does not appear.

2 Solving Controlling Equations by

Discretization

2.1 Fluid dynamics equations and their simplifi-

cation

The clouds movement can be described by
the N-S equations for an incompressible flow.

du 1 1, ;
Fri (u. ~7)u pvp+ReV"+F (D

Vo eu=0 (2)
where p is the fluid density, Re the Reynolds
Number, and F=(f,,f,,f.) the external force.
< the gradient operator, = * the divergence op-
erator, and “? the Laplacian operator. The first
three terms on the right hand of Eq. (1) are the
advection term, the pressure term, and the vis-
cous term, respectively.

The advection term is an inertial effect, and
the relationship between the effects of advection
and viscous terms can be measured by Re. In the
clouds simulation, Re is expressed as Re= (u °
L) /v, where u is the characteristic velocity, L the
characteristic length, and v the viscosity coeffi-
cient, The values of v range from 1. 3X10° m*/s
to 1. 9X 107° m?/s when the temperature is 0—
60 ‘CH, If the characteristic length L is 100 m
or more, Re will be greater than 10”. This means
that the inertial force is much greater than the
viscous force, so the viscous term is negligible.
N-S equation will be simplified as Euler equation
of incompressible fluid.

@Z*(u.v)u*ivp+F (3)
at 0

~ cu=0 4

2.2 Discretization of equations and improvement

One uses the finite difference method for sol-

ving differential equations here, and the upwind
difference method is introduced to solve the sta-
bility problem. Upwind difference is combined
with central difference at different stages.

While solving the Euler equations, simula-
tion area is discretized by using multi-resolution
grids proposed in this paper, and different un-
known variables are set at different cells. Pres-
sure p and temperature T are at the center of
cells, and the components of speed u, v, w are at
the center of surfaces as shown in Fig. 2. While
discretizing the motion equation, upwind differ-

ence is adopted for stability.

3 Illumination of Clouds

Realistic simulation of clouds is closely relat-
ed to the illumination calculations, and the scat-
tering of clouds particles meets the Mie scattering
law. While rendering the clouds, multiple scat-
tering illumination model is relatively close to
physical characteristics of clouds. However, it is
time-consuming, so one uses multiple forward
scattering introduced in Ref. [6]. At the same

time, the improved phase function is proposed.
3.1 Common phase functions

Rayleigh phase function in Eq. (5) is applica-
ble to the case of Rayleigh scattering. Ref. [6]
used the Rayleigh phase function and yielded good
results, but there were some bright spots in some
clouds, as shown in Fig. 8.

3 (1 +cos’D

PO =7 X

5

where A is the wavelength of incident light and 4
the phase angle.

Henyey-Greenstein phase function proposed
by Henyey and Greenstein is useful in scattering
calculation of biological organs, water, clouds
and many other natural materials, and it is an ap-

proximation of Mie scattering, expressed as

Eq. (6).
1 — g*
(14 g* — 2gcos)**

where g is the asymmetric factor, controlling the
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Fig. 8 Phenomenon of bright spots using Rayleigh

phase function

redistribution shapes of the scattered lights.

Cornette and Shanks modified Henyey-
Greenstein phase function and gave a more physi-
cally reasonable representation, Cornette-Shanks
phase function, for clouds illumination expressed
as Eq. (7). It was used in Ref. [16 | while render-
ing cloud scenes.

3 —g" (1 + cos’®)
Pes() =7 (24 g% (1+ g*— 2gcos®)*"? e

3.2 Improved phase function

It can be seen that exponential computation
is required in Henyey-Greenstein and Cornette-
Shanks phase functions, thus increasing the com-
putation time greatly, Though rayleigh phase
function is simple, it is prone to the phenomenon
of bright spots. To solve these problems, the im-
proved phase function is proposed based on the
Cornette-Shanks phase function.

As the scattering of clouds particles focuses
on the forward scattering, the exponential item in
Eq. (7) is simplified, and another adjustment
item is added. One can obtain the following sim-
plified phase function.

3U—g") d+cos’d)
2 (2+g*) (1+g*—2gcosh)

It is equivalent to Rayleigh phase function

P = +gcosfd  (8)

while g=0. Table 1 lists the calculation time of
different phase functions. The programming en-
vironment is VC 6.0, C language and the current
hardware configuration. The calculation time of
100 000 times is a statistical period. One obtains
the cosine values via the dot product of the inci-
dent light vector and the direction vector in the

viewpoint direction,

Table 1 Calculation time of different phase functions

ms

Phase function Time

Henyey-Greenstein 0. 009 905 532 686 417

Cornette-Shanks 0.010 388 694 652 533

The proposed method 0.000 714 062 186 958

Compared the calculation time of different
phase functions in Table 1., there is no great
difference between the calculation time of Heny-
ey-Greenstein and Cornette-Shanks phase func-
tions. The calculation time of the improved phase
function decreases greatly. Fig. 9 shows the val-
ues of different phase functions when the asym-
metric factor g is different.

In Fig. 9, the proposed phase function ap-
proximates the fitting of Henyey-Greenstein and
Cornette-Shanks phase functions. Especially
when the value of g is small, it is closer to the
average of these two functions. Experiments
show that the rendering effects of clouds are per-
fect when the value of g is 0. 3. Thus, one can
obtain pretty rendering scenes just like Henyey-
Greenstein and Cornette-Shanks phase functions
by using the improved phase function. Luckily, it

is faster and more suitable for real-time render-

ing.

4 Experimental Results and Discus-

sion

Clouds scenes are simulated by using the
proposed methods. The computer is a desktop PC
with Intel i5-2380P dual cores 3.10 GHz (CPU),
4 GB RAM and NVIDIA GeForce GTX 550 Ti
(GPU).

4.1 Simulating effects

Fig. 10 depicts a single cloud rendered by the
improved phase function, Fig. 11 the clouds scene
in dawn, Fig. 12 the clouds scene of the daytime
at beach, and Fig. 13 the large-scale clouds.
There are no interactive objects in the above

clouds scenes.
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Rayleigh phase function
H-G phase function
C-S phase fuction

Our phase function

Values of phase function

00 02 04 06 08
Cosine values of phase angle Fig. 10  Single cloud rendered by the improved phase

(a) g&=0.2 function

Rayleigh phase function
H-G phase function
C-S phase fuction

Our phase function

Values of phase function

' ' 1 1

-02 00 02 04 06 038 ! Fig. 11 Clouds scene in dawn

Cosine values of phase angle

(b) g=0.3

Rayleigh phase function
H-G phase function

C-S phase fuction

Our phase function

Fig. 12 Clouds scene of daytime at beach

Values of phase function

00 02 04 06 08
Cosine values of phase angle

(c) g=0.4

Rayleigh phase function
H-G phase function
C-S phase fuction

Our phase function

Fig. 13 Large-scale clouds

From the above rendered clouds one can see

Values of phase function

. . that our clouds scenes have strong realism and

0 ] [l ]
02 00 02 04 06 08 eliminate the phenomenon of bright spots. While

Cosine values of phase angle

(d) g=0.5

rendering large-scale clouds, the proposed meth-
ods have a great advantage of ensuring the real-

Fig. 9 Values of different phase functions time simulation because they can adjust global
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grid resolution adaptively.

Fig. 14 shows the clouds scene with one in-
teractive airplane, and Fig. 15 the clouds scene in
which several aircrafts are involved in the interac-

tion.

Fig. 14 Clouds scene with one airplane

Fig. 15 Clouds scene with several airplanes

4.2 Comparison and analysis of simulation time

During the clouds simulation, one verifies
the methods of updating the resolutions of global
and local grids proposed in the previous litera-
tures, and compares them with the proposed
methods.

The time of displaying the simulation results
once is treated as one statistical period, which in-
cludes the time of simulation calculations and the
interaction between fluid and objects. The run-
ning time under different grid resolutions is given
in Table 2. In Table 2, grid resolution represents
the highest grid resolution, where [ GLOBAL] is
the method of updating global grid resolution,
applied in many references such as Refs. [ 8-10],
[ LOCAL] the method of updating local grid reso-
lution 7%, and [OUR] the method proposed in
this paper. No statistics obtained suggests that
the computation time is too long to achieve real-

time rendering.

One can draw the following conclusions ac-
cording to the data in Table 2. If the highest grid
resolution is fixed, the time of [ GLOBAL] oscil-
lates greatly at different time steps because upda-
ting the grid resolution or not is not fixed, and
the time of other methods changes slightly. As
far as the consuming time is concerned, the meth-
od for updating local grid resolution is faster than
that for updating global grid resolution, and the
proposed method is faster than that for updating
local grid resolution.

Table 2 Time comparison of different methods in different

grid resolutions s

Method

Grid resolution

[GLOBAL] [LOCAL] [OUR]

128 X128 X128 0.006 2 0.005 1 0.002 8
256 X256 X128 0.010 5 0.020 1 0.005 9
256 X256 X256 0.0317 0.036 2 0.010 2
512X 512X 256 0.172 9 0.159 3 0.037 5
512X 512X 512 0.325 0.077 4
1024 X512X512 0.160 7

The reasons why the speed of the proposed
method is faster mainly in the next aspects. One
updates the resolutions of global and local grids
according to the requirement, but the efficiency
of [LOCAL] method is influenced by the initial
resolution of the global grid. Although [ OUR]
method needs to update the global grid resolu-
tion, its updating frequency is much slower than
[GLOBAL]. Tt is a compromise between these
two methods. The combination and splitting of
grid cells and data transfer are simple. Grid cells
occupied by interactive objects are not involved in
the simulation calculation. Since OBB hierarchical
bounding boxes of interactive objects are estab-
lished, high speed can be obtained while determi-
ning the occupation of grid cells. The improved
phase function also promotes the efficiency of
illumination calculations.

Frame rate statistics of rendering the above

scenes are presented in Table 3. While counting
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these data, the grid resolution does not exceed
512X512X512. One presets the maximum frame
rate to 120 /s, and 120 {/s will be displayed if
true frame rate is more than 120. As illustrated

by the statistical data, the proposed method can

achieve the real-time rendering when the scale of
the grid resolution is no more than 512 X 512 X
512. When the higher grid resolution of simula-
tion space is adopted, real-time rendering is hard

to get, and artifact thus occurs.

Table 3 Rendering frame rates of clouds scenes in different grids resolutions

Large-scale Clouds with one Clouds with two

Different clouds scene Single cloud In dawn . .
clouds aircraft aircrafts
256 X256 X128 120 120 106 109 103
Rendering
. 256 X256 X256 120 112 79 84 81
frame rates in
different 512X 512X 256 120 55 30 33 32
resolutions
512X512X512 93 33 16 18 15
5 Conclusions References

The proposed multi-resolution adaptive grid
method is simple and easy to implement. OBBs of
interactive objects can promote the speed of inter-
section test between the interactive objects and
the grid cells. According to the occupied flags of
grid cells, the occupied grid cells are not involved
in simulation calculations. The proposed method
is faster than the method updating global grid res-
olution or local grid resolution only, and can im-
plement real-time rendering of dynamic clouds
and its interaction with other rigid objects. While
changing the viewpoint or moving the interactive
objects, the requirement of real-time rendering
can be met. The simplification of motion equa-
tions and their discretization in upwind difference
can promote efficiency and ensure stability. The
improved phase function can accelerate the illumi-
nation calculations of clouds, but it does not re-
duce the realism of clouds scenes. However,
there is the limitation that the number of grid
cells in the axial direction is 2" in the proposed
multi-resolution grid method, and the problem

will be addressed in the future research.
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