Feb. 2015

Transactions of Nanjing University of Aeronautics and Astronautics

Adaptive Human Tracking Across Non-overlapping Cameras
in Depression Angles

Shao Quan (FpZE)"" , Liang Binbin (i)', Zhu Yan (H!",
Zhang Haijiao (38", Chen Tao (PRri)°

1. College of Civil Aviation, Nanjing University of Aeronautics and Astronautics, Nanjing 211100, P. R. China;
2. Institute of Public Safety Research, Tsinghua University, Beijing 100084, P. R. China

(Received 13 November 2014 ; revised 7 January 2015; accepted 12 January 2015)

Abstract: To track human across non-overlapping cameras in depression angles for applications such as multi-air-
plane visual human tracking and urban multi-camera surveillance, an adaptive human tracking method is proposed,
focusing on both feature representation and human tracking mechanism. Feature representation describes individual
by using both improved local appearance descriptors and statistical geometric parameters. The improved feature
descriptors can be extracted quickly and make the human feature more discriminative. Adaptive human tracking
mechanism is based on feature representation and it arranges the human image blobs in field of view into matrix.
Primary appearance models are created to include the maximum inter-camera appearance information captured from
different visual angles. The persons appeared in camera are first filtered by statistical geometric parameters. Then
the one among the filtered persons who has the maximum matching scale with the primary models is determined to
be the target person. Subsequently, the image blobs of the target person are used to update and generate new pri-
mary appearance models for the next camera, thus being robust to visual angle changes. Experimental results
prove the excellence of the feature representation and show the good generalization capability of tracking mecha-
nism as well as its robustness to condition variables.
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0 Introduction

Multi-camera visual surveillance systems
have currently been widely distributed in many
areas for applications of continuously tracking in-
teresting objects, early-warning of abnormal
events and so on. Particularly, in some cases of
multi-airplane visual human tracking, aerial pho-
tography and urban multi-camera surveillance
from tall buildings, there exists a multi-camera
visual surveillance system in which all cameras
are installed at high places with wide visual range
and have large visual depression angles. A funda-
mental task for these particular multi-camera sur-

veillance systems with visual depression angles is
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to associate people across different camera views
at different locations and time. This is known as
the human tracking problem in visual depression
angles.

Human tracking in visual depression angles
faces an issue of visually matching a target person
across different cameras distributed over disjoint
scenes of distance and time differences. In this
case, classical human tracking algorithms will fail
since cameras do not overlap. Hence, non-over-
lapping camera human tracking in this paper de-
scribes algorithms that deal with human tracking
across non-overlapping camera views. Non-over-
lapping camera human tracking techniques build

upon single camera human tracking techniques,
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for a person needs to be tracked within one cam-
era field of view (FOV) before it can be tracked
in that of another. Therefore, the problem of
non-overlapping camera human tracking becomes
how to match individual from one independent
surveillance area to another. It has many challen-
ges among which feature representation and
tracking mechanism are the most difficult. The
tracked people should be differentiated from nu-
merous visually similar but different people in
those views, which requires a sufficiently dis-
criminative feature representation to distinguish
the target person from those similar yet different
candidates. Potentially, different views may be
taken from various shooting angles, causing dis-
similar backgrounds under diverse illumination
conditions, or with other view variables. It thus
requires a robust tracking mechanism that can re-
sist inter-camera and intra-camera shooting angle
changes, as well as illumination change.
Designing suitable feature representation for
human tracking is a critical and challenging prob-
lem. Ideally, the features should be robust to il-
lumination changes, visual angle altering, fore-
ground errors, occlusion, and low image resolu-
tion. Contemporary approaches typically exploit

L8] gpatial

low-level features such as appearance
structure™?®, or their combinations®'?'. This is
because these features can be relatively easily and
reliably measured. Moreover, they provide a rea-
sonable level of inter-person discrimination and
then can distinguish different people clearly.
Gianfranco et al."™ and Hyun-Uk et al.™
used appearance to re-identify people, and proved
that appearance feature had good performance in
identifying individuals. However, they could not
deal with illumination change very well. General-
ly, in single visual angle individuals can be dis-
criminated based on their appearances. However,
appearance feature will alter with the change of
visual angle, which occurs frequently across non-
overlapping cameras. In this case, appearance is
quite limited to distinguish individuals. Related
researches compensated the limitation by combi-

ning geometric features with appearancel®!'™,

Madden et al. ' focused on a framework based on
robust shape and appearance features. However,
his proposal solely employed height as shape fea-
ture without considering the limitation of height
in distinguishing human beings due to the close
resemblance of human height. A good way to
amend the limitation of height is to combine gait
feature with height to compose a shape feature.
Takayuki et al. ! proposed a method that tracked
a walking human using gait features to calculate a
robust motion signature. Despite the well-done
performance of gait feature in his method, a high
accuracy rate and low computational cost were
still far from being achieved™. Moreover, gait
features are tough to adjust to the visual angle
change. In short, it needs more explorations to
obtain a better feature representation.

Once a suitable feature representation has
been obtained, previous literatures typically used
the nearest-neighbor'™ or model-based matching
algorithms such as support-vector ranking'’ for
human tracking. In each case, a distance metric
must be chosen to measure the similarity between
two samples. In single camera, both the model-

based matching approaches!*'

and the nearest

[14-15]

neighbor distance metrics can be optimized to

maximize tracking performance. However,
despite their excellent performance in single
camera, they are still limited in coping with those
intractable challenges in non-overlapping camer-
as. The first challenge is to overcome the inter-
camera and intra-camera variations. These varia-
tions include the change of appearance feature,
spatial structure, illumination condition and some
other parameters, which makes non-overlapping
camera human tracking tough to work well in va-
rious scenes from different visual angles. Fur-
thermore, such variations between non-overlap-
ping cameras are in general complex and multi-
modal, and therefore complex for an algorithm to
learn. The second challenge is how to achieve a
good generalization capability. Previously., once
trained for a specific pair of cameras, most mod-

els could not generalize well to other cameras

from different visual angles''® because there was
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no connection between them. Therefore, it is
necessary to establish a tracking mechanism with
good generalization that models can be established
once and then adaptively applied to different cam-
era configurations.

To solve the problems mentioned above, im-
proved appearance feature and geometric feature
are explored, and an adaptive tracking mechanism
is also designed. The improved appearance and
geometric features make up a discriminative and
robust human feature. The appearance feature in-
cludes color and texture information. Color is an-
alyzed in hue-saturation-value (HSV) space. The
HSV space is evenly partitioned and generates
less color histogram bins than previous litera-
tures, thus cutting the computational cost. Tex-
ture histograms are generated through an im-
proved direction coded local binary pattern de-
scriptor and they can describe local texture distri-
bution better. As for the geometric feature, the
mean value and standard deviation of height esti-
mates of multi-shot blobs are calculated. Superior
to single-shot geometric analysis, these two sta-
tistic parameters are computed from multi-shot
blobs and can suppress the disturbance from noise
blobs. Besides, these two geometric parameters
can easily reflect height and gait movement simul-
taneously. To our knowledge, it is original to ex-
tract such geometric features in a statistical way
of this paper.

In human tracking process, an adaptive
tracking mechanism is designed. It aims to auto-
matically match and track individuals based on
both retrospective and on-the-fly information.
The image blobs are divided into two groups,
namely, the gallery group gathered by source im-
ages and the probe group gathered by target ima-
ges. The gallery group trains the computation pa-
rameters of the target person and then tests the
image blobs in the probe group. On one hand, in
the gallery group the appearance feature from
each visual angle is described by a primary ap-
pearance model. This paper creates primary ap-
pearance model to represent unique appearance

feature seen from unique visual angle. On the

other, the probe blobs are divided into groups
based on state-of-the-art single camera human
tracking techniques. Each group corresponds to a
unique person and includes the appearance infor-
mation of him/her. The geometric features of the
groups are first compared with those of the gal-
lery group. The geometrically similar groups are
subsequently described and arrayed in an appear-
ance model matrix, and then matched with the
gallery primary appearance models. The group
that has the maximum label scale with gallery
primary appearance models is determined to be
the target person. After being targeted, the blobs
of the person are automatically collected into
source blob sequences and updated for obtaining
new gallery primary appearance models. The
mechanism obtains a powerful generalization ca-
pability among different cameras. Superior to the
existed methods, it has an increasingly better

performance over time in term of generalization.

1 Motion Detection

Fig. 1 shows a configuration of the proposed
method. This paper employs ViBe to detect and

segment moving objectst!®.

After segmenting an
object, an external bounding box is used to con-
tain it. The object segmentation actually obtains
a foreground blob. Then the height to weight
(H/W) ratio of foreground blob is computed. If
its H/W ratio is between 5 and 10, this fore-
ground blob is recognized as a human foreground

blob. Otherwise, it will be deleted.

2 Appearance Feature Extraction
2.1 Partial body analysis

Instead of focusing on global appearance fea-
tures, this paper analyzes the appearance features
from human body parts. The areas around the
chest, thigh and foot are chosen as the three parts
which describes the most critical information of
individual, and thereby the feature extraction be-
comes faster whilst not losing important appear-
ance information. In this paper, the chest corre-
sponds to the 15%—40% region of the external
bounding box , while the thigh corresponds to
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Fig. 1

50%—70% and the foot 85%—100%. The chest
weights 60% in term of importance, the thigh
25% and the foot 15%.

2.2 Appearance model

Appearance model contains color and texture
information. Color expresses chromatic informa-
tion and texture gives spatial distribution infor-
mation of pixels. The combination of color and
texture enhances the discriminability to distin-
guish different people.

2.2.1

Color often wvaries

Color analysis

with the illumination
change. To cope with this, the HSV color space
is employed. In the HSV color space, the effect
from illumination change can be suppressed by
decreasing Value characteristic. For an initial red-
green-blue (RGB) image, it is first converted into
HSV space®.
has values from 0 to 360, S from 0 to 1, and V

from 0 to 255.

After executing the convert, H

In most previous appearance models, each
characteristic in color space generated a histogram
and thus produced massive bins which would be
time-consuming. For saving time, this paper par-
titions HSV color space into rough segments.

The Hue characteristic is partitioned evenly into

Process flow diagram for the proposed method

Qu segments, Saturation into Qs segments and
Value into Qy segments. The values of H, S, V
components are then converted into segment level
H:, Sc, V¢, respectively.
He=(H X Qg) /360, Sc =S X Qs
Ve=((V XQy)/255 D

Then H¢, S¢ and V¢ are integrated into a
color descriptor yysy as follows

Yusy =round(yy He +7sSc +yvVe) (2)
where ¥y, ¥s. Yv denote the weight coefficients of
He, Scs Ve, round ( ¢ ) represents a rounding
function. ¥y, Ys, ¥v are computed by

Yu =QsQv/(QsQv +Qu + 1)
Ys =Qu/(QsQv + Qu + 1) (€D
vv =1/(QsQv + Qu + 1)

Since Qs, Qv and Qy are all larger than 1,
the weight of Value yy will be always less than yy
and ys. It suppresses the impact of brightness and
strengthens the robustness to illumination
change. To avoid losing too much Saturation in-
formation, the segment numbers should be sorted
in the descending order of Q> Qs> Qy. Here,
the values of Qs Qs and Qv are 250, 50 and 5,
respectively.

2.2.2 Texture analysis

Local binary pattern (LBP) descriptor is one
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of the widely-used texture descriptors. Compa-
ring with general LBP, the direction coded LBP
(dLBP) descriptor presented in Ref. [20] consid-
ers the relations between center pixel and neigh-
boring pixels, as well as the relations among bor-
der pixels along one direction, and thus can better
describe the texture in interesting regions. Differ-
ent from Ref. [ 20], we converts the eight-bit

dLLBP binary code into a decimal descriptor as
NS'—1

dLBPys.x = ) (5Cu, + vansp — 20,0 2% +

=0
s( ‘ v, — U, | — ‘ Upns'—p — Ve | D277 4)
1 =0
s(x) = (5)
0 Others

where NS stands for the neighbor size and NS=
2NS’. wv, is the value of pixel regularly spaced on
circle and v, the value of center pixel.

The dLLBP in Eq. (4) involves not only com-
parison information between border pixels and
center pixel but also comparison information a-
mong border pixels themselves along one direc-
tion, and it can rank the three pixel values along
one direction. Therefore, it can better discrimi-
nate person's appearance.

2.2.3 Appearance modeling

Person's appearance feature is modeled by
the pixels from chest, thigh and foot regions.
Each pixel has its color and dLLBP, ; value, and
each region will thus generate a color histogram
and a dLBP texture histogram. The appearance
model is constructed by concatenating six histo-
grams from left to right in such an order: the col-
or histogram of chest, the color histogram of
thigh, the color histogram of foot, the texture
histogram of chest, the texture histogram of

thigh, and the texture histogram of foot.

3 Geometric Feature Extraction
3.1 Height estimation

Before calculating height estimate, apparent
height should be measured at first. Apparent
height is computed as the length from the middle
top to the middle bottom of the bounding box.
This paper calculates height estimate in the same

way as Ref. [217].

3.2 Statistical geometric features

Statistical geometric features are obtained by
computing the statistical parameters of height es-
timates. To suppress the impact from noise
height estimates, the heights of blobs are sorted
in a descending order, at the same time, the tal-
lest and the shortest 5% will be deleted. The re-
maining height estimates compute the height esti-
mate parameters. This paper uses mean and
standard deviation of the remaining height esti-
mates as the statistical geometric parameters.

Imagining that there are N blobs in training
sample, and the height estimate of blob 7 is deno-
ted as h;. After deleting the tallest and shortest
5% blobs, the remaining blobs can be ranked as
Ros Pt s Mo s oo s hye1s hyrs =y Moy et
h, in a descending order, where n—m-+1=90% -

N. The statistical geometric parameters are calculat-

ed by

Jm = Zhl/(n*erl)

m

(6)

\ldh = \/(Zh,ph)z/(nmwtl)

where 4, measures the stature of a person and g, re-
flects the rhythm up and down displacement of the
upper body. These two parameters connect the

height feature with the gait feature in a simple way.
3.3 Geometric similarity

Once the statistical geometric parameters have
been obtained, the similarity of geometric features of
source sequences (u,, o,) and target sequences (g, »
0.) is computed as

Sim,., = w,Stm, + w,Sim, 7
where w, =w,=0. 5, representing the weight of mean
value and standard deviation respectively. Sim, and
Sim, denote the similarity of (s z,) and (o, 6,) re-
spectively.

e — |/ e — o) (8
(6,— |lo,—0.|)/6. 20, >0,

Sim, = (9
0 Others

Sim, = (pu, — po —

where y, is a constant related to real situations. If
Sim,, is greater than threshold T, , it proves that

source sequence and target sequence are similar.
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4 Human Tracking

From different visual angles, the same per-
son may appear strikingly different, especially
when the colors and textures of the front, side
and back clothing are totally diverse. But as long
as one appears under the same visual angle, his or
her appearance models will be pair-camera corre-
lated. This correlation can help us identify the
same person from frame to frame and track him/
her in different views. Accordingly, authors col-
lect the maximum appearance models from differ-
ent visual angles, and compares them in the
coming camera view with the collected models, so
as to immediately target the person as soon as he/
she appears under a collected visual angle.

When a person walks into a specified visual
angle, he/she may produce a blob sequence,
which mirrors the appearance feature in this spec-
ified visual angle. Ideally, each sequence corre-
sponds to a visual angle, and the amount of se-
quences is equal to the amount of visual angles.
However, since the noise blob sequences are una-
voidable, thus leading to noise appearance mod-
els, primary appearance models are selected in an
adaptive mechanism to prevent the noise appear-

ance models.
4.1 Primary appearance models

For a person, each of his/her blobs has an
appearance model and all the appearance models
are constructed in the method described in Section
2.2.3. The appearance models are denoted as m;
(i=1,2,3,++,n) and will be divided into classes.
Those classes with over-threshold model popula-
tion are selected as primary appearance model
classes.
4,1.1 Appearance model classification

Appearance model classification is based on
the pair-wise distance of appearance models. The
appearance model m; has six histograms, inclu-
ding three color histograms Hi,,.; and three
dLBP histograms Hipp,;(j=1,2,3 corresponding
to chest, thigh and foot). The distance of m; and

m; 1s computed from the correlations of the six

histograms in the following

3
Dis(m,smy) = > weior;Corre (Hig ;s Hiors) +

=1

3
> waiwe.,Corre (Hi,; » Hivp.,) (10)
i=1

where weolor,j s wase,; represent the weight coeffi-

cients of color correlation and dLBP correlation in

3
satisfying Ewcolor,j +

i=1

region j respectively,

3
E :CUdLBP.j =1.

ji=1

The Bhattacharyya distance!™™ is used to
measure the correlation of histograms H; and
H,. Then Dis(m;, my) is compared with a set
threshold T,.

m;, m; are collected into the same class; other-

If Dis(m;,m;) is less than T, ,

wise, classified into different classes.
4,1.2 Primary appearance model class

All the appearance models are classified into
N classes, denoted as MC;. For MC,;, the amount
of its inner models is S;. Considering that noise
blobs will not exceed 10% of total blobs in most
cases, primary appearance model class is the one
whose inner models are more than 10% of total
models.
4.1.3 Primary appearance model

For each primary appearance model class, it
has a primary appearance model, which repre-
sents the appearance feature of the model class.
Primary appearance model comes from the arith-
metic operations of all the inner models. As each
appearance model has six histograms (three color
histograms and three texture histograms), the
primary appearance model is co-determined by the
arithmetic operations of these six histograms.
Each of the six histograms computes an arithme-

tic mean histogram, described quantitatively in

Eq. (1D.

S

w(h) =round( > v (h)/S)) (1D

j=1

where v/ (b) denotes the value of bin & in the cor-
responding histogram H;, and S, the amount of
inner models. Then all the six mean histograms

are concatenated and a primary appearance model
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is constructed, which is denoted as m?’.
4.2 Person re-identification

Relying on the state-of-the-art tracking tech-
niques based on spatial-temporal relations'®’, the
blobs in single camera could be classified into dif-
ferent groups. Each group corresponds to a
unique person. According to temporal relation,
an individual’ s blobs can be arranged as a se-
quence in time order. This sequence includes all
the appearance information of an individual under
all visual angles when one passes through a cam-
era. Accordingly, each camera will have several
blob sequences, and the amount of sequences is
equal to the amount of individuals "seen” by the
camera. Each blob sequence consists of some
blobs and each blob has an appearance model. All

the appearance models in camera C can be arrayed

in a matrix M®

mS,  mb, mﬁ',] 0
mS,  mS, mé,o 0
M¢ =
m&  m$ m§ 0
c c c c
My Mmoo M tt My

(12)
Row i lists the blob sequence of person i

composed of /; blobs. m{ stands for the appear-
N

DM (MC", M) = > D, (MC!, M®) =

k=1

N
> Dy (MCE )

k=1 k=1

> Dy (MCY o))

k=1 k=1

N
> D (MCE ym$)

k=1 k=1

N
D Dy (MCE o)

Le=1 k=1

The class label determination matrix reads
labels each blob has

matched with primary appearance model classes

how many class when

N
DD g (MCF om5)

> Do (MCY s m52)
N
> Do (MCY

m$)

N
2 Dsign (MC/P ’ mfzz )

ance model of blob j in the blob sequence of per-
son 7. The column amount of M is equal to the
length of the largest blob sequence. Those smal-
ler rows are filled with zero.

The statistical geometric parameters of tar-
get person are initially computed from the gallery
blobs. The sequence in matrix M® which is simi-
lar to the sequence of target person will be geo-
metrically eligible.

The geometrically eligible blob sequences are
further tested by the primary appearance models
denoted as MCP = {MC!MC? = (m?,SE)} in this
paper, where mj represents the primary appear-
ance model of class MCY, and S? the amount of
its inner models.

In order to determine whether m§ in matrix
MC can be gathered into MC} , sign function Dy,
is designed as

Do (MCT s ) :jl Dis(my ,m$§) << Ty,
' 10 Others
(13)

Do (MCY ,m$) =1 indicates that m{ will be
gathered into MCY.
gathered into MCY , it can be labeled as MCY. On

In this paper, if m§ can be

basis of sign function D, s the class label number
of appearance models in matrix M can be deter-

mined through a class label determination matrix

DM(MC*?, M®).

N
DD (MCE om0

k=1

N
DD (MCE om0
k=1

(14)

N

D D (MCEam§ ) =+ 0

k=1

N
E Dsign (MC‘: B 771,(;[” ) 0

k=1

MC”".

and calculated in Eq. (15), defines the label scale

The accumulation of row 7, denoted as LS;

of blob sequence of person ¢ when matched with
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the primary appearance models.

1

LS; = > D (MC" ) =
ji=1

LN
DI D (MCY o) (15)

j=1 k=1

where /; is the length of blob sequence of person
i. Sometimes, if m{ has below-threshold dis-
tances with several different primary appearance
models synchronously, it can be classified into
several classes. Hence, the blob will have several
different labels. In order to sign if a blob has at

least one label, sign function lbg,, is introduced.

: Do (MCY sm§) =1
b (blob) = ; * ' -

0  Others
(16)
where 1, (blob) =1 indicates that blob§; has at
least one label and can be gathered into at least
one primary appearance model class. Then blob$
is marked as a labeled blob. The number of la-
beled blobs in blob sequence of person i is deno-

ted as LBN,.

!

LBN, = Zﬁ)s;g“(blobg) a7

i—1
A blob sequence \jNith larger LBN means that
more blobs in the sequence will be gathered into
primary appearance model classes, but it does not
mean it is more likely to be the target sequence.
In fact, although those sequences containing more
blobs tend to have larger LBNs, they are also
likely to have more unlabeled blobs that do not
belong to any primary appearance model class. In
light of this, an appearance based blob sequence
sign function ESg,, is designed to determine if a
sequence is an appearance based blob sequence.
{1 LBN,/l; = 30%
ES . (LBN,) = as
0  Others
where ES,,, (LBN,;) =1 indicates that the blob
sequence of person 7 is an appearance eligible blob
sequence.
The appearance eligible blob sequence of per-
son ¢ in matrix M“, which has the maximum label
scale, is re-identified as the target sequence, and

person ¢ is re-identified as the target person,

namely

t=argmax{LS, X ES,,(LBN,)} (19

4.3 Update of primary appearance models

The blobs of target person t captured from
the newest camera have the newer information
than those from foregoing cameras. Primary ap-
pearance models should be updated to ensure the
accuracy of continuous disjoint tracking.

For a blob in sequence of target person ¢ in
new camera, if its minimum distance with old
primary appearance models is shorter than the
threshold, its appearance model will be collected
into the closest primary appearance model class
MCf:mn. Otherwise, it will not be collected into
any existed class but generate a new appearance
model class itself. The new appearance model
class is labeled as M™" and its inner model num-
ber is S (i=1,2,++,N""),

The appearance models in old primary model
classes and new model classes renew the primary

appearance models in the following sign functions

N

N !
P P new 0
sign(MP) = ! S’/(Z{S’ N Z?S ) > 10%
0 Others
20)
Jl S/( SE4 D1sE) = 10%
i'=1

sign(M}") = =1
10 Others

@D
where sign (M) =1 (sign (M™¥) = 1) indicates
that MY (M™") will be the new primary appear-

ance model class. It will compute a new primary

appearance model for the next camera.

5 Experimental Results
5.1 Experimental setup

The experiments are successively conducted
in both well-known benchmark VIPeR dataset
and real complex scenarios. Firstly, this paper
utilizes the images in VIPeR to test the effective-
ness of human re-identification based on the im-
proved appearance feature descriptor. The images

in the dataset are randomly splitted into two sets:
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Camera A and Camera B. It is the most challeng-
ing dataset currently available for single-shot pe-
destrian re-identification. Secondly, the effective-
ness of human tracking is tested in real complex
scenarios composed of seven non-overlapping
views, which may witness many vast angle chan-
ges and illumination alters. The scenarios reflect
closer to real-life and reveal the toughness of dis-
joint video surveillance. Each view in complex
scenarios captures many continuous images and

enables a multi-shot analysis.
5.2 Experiments in VIPeR dataset

In the experiments of this paper dataset is
splitted into 10 random sets and the average of
the 10 experimental results are compared with
those of other two excellent benchmark methods,
namely Gray's ELF 200%*) and Chen's Adaboost
classifier based on multiple features®®. The 10
experimental results are concluded from 10 ran-
dom sets of 200 pedestrians. The cumulative

matching characteristic (CMC) curves are depic-

ted in Fig. 2.
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g.2 CMC comparison of performance on VIPeR dataset

Fig. 2 demonstrates the proposed feature rep-
resentation has the stronger discriminative power
than other two state-of-the-art methods. It de-
clares an excellent performance of single-shot
people re-identification based on the improved lo-
cal uniformly-partitioned HSV color descriptor
and the improved dLBP texture descriptor.

Further experiments conducted on VIPeR

dataset test the computation time of the proposed

appearance features. The result is compared with
other two human tracking approaches, namely.
Chen's™®? and Hyun-Uk's,

632 images in Camera A are chosen to test the

All the normalized

computation time of each approach. The compari-
son of computation time is illustrated in Fig. 3. It
infers that the proposed method attracts appear-
ance features faster than the other two excellent
algorithms. The real-time feature extraction un-
derpins and ensures the multi-shot human track-

ing in term of computational speed.
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Fig.3 Comparison of computation time for

feature extraction

5.3 Experiments in complex scenarios

The complex scenario is chosen in the experi-
ments. It aims to verify the continuous tracking
across non-overlapping cameras. In the beginning
of the track, the gallery group needs to be first
initialized.

5.3.1 Gallery group initialization

The gallery group initialization is to choose
initial source images to train the parameters of
the target person. Here three experiments are
conducted when initializing the gallery group.
The first two use the images captured from single
shooting angle, while the third one uses the ima-
ges captured from multiple visual angles in the
initialization. The three experiments intend to
prove the importance of collecting feature infor-
mation from multiple visual angles.

In the first two experiments, Camera 2 is the

gallery camera and its first 168 images complete
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the initialization of the gallery group with only
one visual angle.

The first experiment selects Camera 3 as the
probe camera, which has a similar visual angle to
the gallery Camera 2. Persons 1, 2, 3 appear in
Camera 3, whose blob sequences’ statistical geo-
metric parameters are listed in Table 1. The simi-
larity of sequence of Person 1 with the gallery
group is 48. 8%, less than the threshold 75% , in-
dicating that Person 1 differs from the gallery tar-
get in term of geometric features and it will be de-
leted. The label amount of each frame in the se-
quences of remaining Person 2 and Person 3 is il-
lustrated in Fig. 4(a), where Person 2 has a lar-
ger label scale (the sum of the label amount of
each frame) and its LBN is also manifestly larger
than 30% of total sequence. Therefore, Person 2

is determined as the target person.

Table 1 Geometric parameters of blob sequences in Camera 3

se(}lelzzce Mean/cm deiltjtrijif/(im Similarity/ %
Person 1 181.9 4.3 48. 8
Person 2 172.2 3 89.8
Person 3 173.1 2.8 83.2

Camera 6 is chosen as the probe camera in
the second experiment, which monitors the same
three persons as Camera 3 and has vast angle
difference with the gallery Camera 2. Fig. 4 (b)
shows that when Person 2 and Person 3 come into
Camera 6, they almost have no label scale. No
one can be truly tracked. It means tracking fail-
ure appears in Camera 6.

In the third experiment Camera 4 is regarded
as the gallery camera. It initializes the gallery
group in multiple shooting angles using the first
245 images. Fig. 5 shows the FOV in Camera 4,
displaying a wide view field. Fig. 5 also lists four
primary appearance models of the target Person
2.

Just like the second experiment, Camera 6 is
also selected as the probe camera in the third ex-
periment. In contrast, the label scales in the
third experiment (Fig. 6) dramatically outper-

form those of the second in Fig. 4(b).

Person 2

Person 3

Label scale

40 60 80 100 120 140

Sequence index

(a) Camera 3

Person 2

Person 3

Label scale

40 60 80 100 120 140

Sequence index

(b) Camera 6

Fig.4 Label scales of Persons 2, 3 in Cameras 3 and 6

when Camera 2 initializes the gallery group

Fig.5 FOV of Camera 4 with multiple visual angles

and primary appearance models of Person 2

5.3.2 Continuous tracking

Another group of experiments is conducted
in six non-overlapping cameras to validate contin-
uous human tracking across non-overlapping cam-
eras. Fig. 7 lists six FOVs in these experimental
cameras. Each camera shoots in a unique angle
and has different illumination conditions. Fig. 7
demonstrates the effectiveness of human tracking

across six non-overlapping cameras.
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20 40 60 80 100 120 140
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Fig. 6 Label scales of Persons 2, 3 in Camera 6 when

Camera 4 initializes the gallery group

(a) Frame 216 of
Camera 2

(b) Frame 343 of (¢) Frame 502 of
Camera 3 Camera 4

(f) Frame 898 of
Camcra 7

(d) Frame 628 of
Camcra 5

(¢) Frame 802 of
Camera 6

Fig. 7 Human tracking across six disjoint cameras

Fig. 8 shows the label amount of each frame
from Camera 2 to Camera 7. The frames in Fig. 8
are arranged according to the time order. The la-
bel amount of each frame tends to increase from 0
to 4, which means more and more appearance fea-
tures have been captured and stored in the gallery
group.

Fig. 9 shows the performance parameters
from Camera 2 to Camera 7, where matching rate
represents the ratio of matched frames to all the
analyzed images, and erroneous matching rate
means the ratio of incorrectly matched frames to
all the matched frames. The accurate matching
rate increases over time, which infers that human
tracking can accurately track the target people
when one appears under different visual angles as
well as in different view conditions. The up-and-
up performance implys that the generalization ca-

pability generalizes across different cameras over

5
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Fig. 8 Label scale of each frame from Camera 2

to Camera 7
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Fig.9 Performance parameters of human tracking

from Camera 2 to Camera 7

time. The erroneous matching rate almost re-
mains unchanged, and even gets worse over time.
It is mainly due to the fact that incorrect blob is
wrongly matched with primary appearance models
and the increase of primary appearance models
raises the risk of erroneously re-identifying a
wrong blob. However, as the erroneous matching
rate is just around 10%, it is still acceptable.
The experimental results in complex scenari-
os prove the feasibility of this adaptive human
tracking mechanism across non-overlapping cam-
eras. In the mechanism, the gallery group initial-
ization is important. When the gallery group is
initialized at multiple angles, it is more likely to
successfully track the person in the probe camera
since more appearance information is captured un-

der different visual angles. Fig. 8 depicts the in-
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crease of label amount of each frame over time.
Essentially, it proves that the re-identification a-
bility improves when more primary appearance
models are stored in the system. The update of
gallery group renews the primary appearance
models camera by camera, thus establishing an a-
daptive human tracking mechanism in non-over-

lapping cameras.

6 Conclusions

An adaptive human tracking approach based
on primary appearance model and statistical geo-
metric features is proposed to track human across
disjoint cameras in depression angles. All the ex-
tracted features manage to keep robust to illumi-
nation variations, foreground errors, as well as
visual angle changes. The local uniformly-parti-
tioned HSV color features are extracted in real-
time. The combination of appearance and statisti-
cal geometric features produces a discriminative
and robust feature representation. The human
tracking mechanism is the main contribution. It
uses both retrospective and on-the-fly information
to collect the maximum appearance information
captured from different visual angles. The update
of primary appearance models enables the human
tracking mechanism to renew adaptively. In this
adaptive mechanism, the later camera will gain a
higher hit rate and its generalization capability
will become better. The experiments conducted
in benchmark dataset show the excellent accuracy
and real-time extraction of feature representation.
The experiments conducted in complex scenario
prove the good generalization capability of the
proposed mechanism and also show good per-

formance in resisting inter-camera and intra-cam-

era variations.
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