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Abstract: Network topology inference is one of the important applications of network tomography. Traditional net-

work topology inference may impact network normal operation due to its generation of huge data traffic. A unicast

network topology inference is proposed to use time to live (TTL) for layering and classify nodes layer by layer

based on the similarity of node pairs. Finally,the method infers logical network topology effectively with self-adap-

tive combination of previous results. Simulation results show that the proposed method holds a high accuracy of to-

pology inference while decreasing network measuring flow, thus improves measurement efficiency.
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0 Introduction

Network topology inference is to identify the
logical connection relationships between network
elements using a variety of measurements and
then to speculate the network topology. As the
key technology in the field of network measure-
ment,it is of great significance for network man-
agement, network operations and network securi-
ty. Traditional network topology inference meth-
ods, including active measurement method like

[1-21  ysually need collaboration of in-

Traceroute
termediate nodes and protocol support. With an
expanding network size and an increasing security
requirements, the collaboration between nodes
has become more and more difficult, resulting in
difficult implement of traditional network topolo-
gy inference method . Therefore, network topol-
ogy inference based on end-to-end measurement,

also known as network topology inference based

on network tomography, has been the focus of
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scholars.

Network tomography can obtain network in-
ternal characteristics based on end-to-end meas-
urement and does not need the collaboration a-
mong network internal nodes. In the tree struc-
ture network, the corresponding characteristics
will be more relevant with the increasing shared
link of nodes"’. Network topology inference, as a
typical application of network tomography, can
infer the network topology according to the rele-
vance of the performance characteristics of net-
work nodes. Network topology inference based
on network tomography was first applied to the

.™ proposed a

multicast network. Tian et a
method based on hamming distance and hop count
to infer multicast network topology. where hop
count was used to obtain topology level informa-
tion, while hamming distance was used to identi-
fy multicast network topology. However, this al-
gorithm can be applied only to the network with

lighter load, and the need for clock synchroniza-
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tion between nodes is also the restriction for this
method to practical applications. Due to the less
equipment support muticast in actual network,
this results in the research on unicast network to-
pology inference have become more practical and
valuable, Zhao et al.™ proposed a " transport
train” measurement which just needed one meas-
urement source without clock synchronization and
inferred network topology based on queuing de-
lay. In order to decrease restrict of single parame-
ter in network topology, another multi-parameter
topology inference algorithm was developed by
combining time delay with packet loss ratel®™. Su
et al. I"? divided leal nodes into mutually disjoint
groups through fan-out attenuation mechanism,
then inferred the general structure of network to-
pology based on SBA sorting method. Brian et al.
clustered terminal nodes through depth first orde-

ring, and reconstructed the logical topology on
the basis of depth-first-search (DFS) ordering™.

Recently, Brett et al. ™'

proposed a prototype
iTop, an algorithm for inferring the network to-
pology when only partial information was availa-
ble, by construcing a virtual topology, and then
repeatedly merged links in this topology toward
true network structure. Zhang™! proposed a no-
vel binary tree pruning algorithm based on t-test
to infer the network topology and a lower bound
on the correctly identified probability of the pro-
posed method as well. However, network topolo-
gy inference based on network tomography as-
sumes that the intermediate router nodes are all
cooperative, and that it will cause excessive probe
packets and large network measuring flow seri-
ously affecting normal operation of the network.
Therefore, how to decrease the measuring flow
without influencing the accuracy of topology in-
ference deserves our exploration.

A unicast network topology inference based
on hierarchical clustering is proposed. This meth-
od uses TTL field of probe packets for layering on
leaf nodes at first, and then clusters leaf nodes on
each layer based on similarity clustering algo-
rithm. Finally, it infers the whole network topol-

ogy based on hierarchical clustering results and

the changing TTL value.

1 Measurement of Network Topology
Inference

1.1 Related definition

Network topology, corresponding to a sin-
gle-source multi-objective tree structure, is set as
T=((V,E), whereV the node set and E is the link
set. v, is set as the root node of the tree, and also
the sending node of probe packets. R is the leaf
nodes set of the tree, and also the target nodes
set that will be measured. The internal nodes set
is defined as I, except for the root node and the
leaf nodes. Then we get V={v,} U I U R. The
parent node of each node v except for the root
node is defined as p(v). If p(v;) is the parent
node both of node v, and node v; , v; and v; are
brother nodes. Furthermore, in combination with
network topology inference, we assume that root
node has only one child node root node while oth-

er internal ones have at least two children.
1.2 Sandwich probe measurement method

Sandwich probe measurement method was
first proposed by Castro et all*¥ Each sandwich
probe packet is composed of two short packets,
and a long packet and the length of the long pack-
et has to be considerably longer than that of the
short ones. The long packet is located in the mid-
dle of the two short packets with a same destina-
tion address, but the destination address of the
long packet is differ from that of the short ones.
As shown in Fig. 1, short packets p,,p; have a
same destination address which is node 3, while
the destination address of the long packet ¢ is
node 5. The initial interval between two short
packets is d. Due to the queue delay of long
packet by router, the time interval between two
short packets reaching the destination becomes
large. In Fig. 1, long packet g generates queuing
delay when being forwarded by node 1, which re-
sults in increase of d to d + Ad eventually. The
more shared links which the short packets and the
long packet go through, the longer queuing delay
will be generated by the long packet, and the lar-
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d+Ad

Fig. 1 Sandwich probe packets

ger the interval between p, and p, comes.

1.3 Calculation for similarity of node pair

The sandwich probe measurement method
shows that the eventual interval between the two
short packets depends on the queuing delay gener-
ated by the long packet in transmission, and is al-
so related with the shared links between the long
packet and the short packets. While in tree struc-
ture network, the more links a pair of nodes
share, the greater their similarity is. We consider
the queuing delay as the metric for the similarity
of node pair and the queuing delay is based on the
eventual interval between two short packets. In
order to improve the accuracy, the calculation for
the similarity of node pair is as follows: Suppose
the source node sends sandwich probe packets to
the target node pair (v,,v;) . and the target node
of the short packets is v; while the target node of
the long packet is v;, and the initial interval be-
tween the two short packets is d . Suppose the
source node sends N sandwich probe packets in
total, and the time when the target node v; re-
ceives the short packets is T), T 15,7515
o, Tx1sTn.s » then the similarity of node pair

(v;50;) 1s
1<
S("U,'y“Uj):*Z (Tk,g - TA'.,I _d)
N &
2 Network Topology Inference Based
on Hierarchical Clustering

Network topology inference algorithm based

on hierarchical clustering consists of the following
three steps: First, the source node sends probe
packets to all leaf nodes, and the leaf nodes are
layered by time to live (TTL) fields of the re-
ceived packets; Then each layer of leaf nodes is
clustered by similarity clustering algorithm; Fi-
nally, according to the result of hierarchical clus-
tering and the changing TTL value, the network

topology is inferred.
2.1 TTL hierarchical algorithm

TTL field of 8 bit in IP datagram header is
mainly used in TTL hierarchical algorithm. TTL
indicates the amount of routers through which the
packet passes at most, and it is also the lifetime
of the packet in the network. As stipulated in IP
protocol, router subtracts 1 from TTL field of
the packet before forwarding it. If the TTL value
is 0, the router will discard the packet and never
forward it. TTL field is set by source point to
prevent the waste of network resources caused by
undeliverable packet forwarding indefinitely in the
Internet. In practice, most OSes, including Mi-
crosoft Windows, Linux, and Unix systems,only
select a few figures, including 32, 64, 128 and
255, as initial TTL value. The difference between
an initial TTL value and its final TTL value is the
number of routers which the packet goes through
in the network, also known as the hop count.
Since the differences between the above initial
TTL values are large, and practically few Inter-
net hosts are apart by more than 30 hops'®’, one
can determine the initial TTL value of a packet as
the smallest one in the above set but larger than
its final TTL. Therefore, firstly the source node
sends probe packets to all leaf nodes with a set in-
itial TTL values. And then final TTL fields of re-
ceived packets in leaf nodes are recorded. Finally,
leaf nodes are stratified according to the hop
count between source node and the destination

node.
2.2 Similarity clustering algorithm

Leaf nodes are divided into different layers
according to the TTL hierarchical algorithm.

Then leaf nodes are clustered by similarity layer
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by layer. First of all, the similarities of all node
pairs in a certain layer are obtained by sandwich
probe measurement and sorted ascendingly. Then
minimum similarity set is calculated by variance
ratio. The incompatible K-Bucket is built. Final-
ly, leaf nodes are clustered.
2.2.1 Minimum similarity set

For a set of similarity values in ascending or-
der, the first element is the lower bound of the
minimum similarity set and the key is to find the
upper bound of the minimum similarity set. Vari-
ance is used to measure the volatility of a batch of
data. By analyzing experimental data, we discov-
ered that the difference between elements in the
minimum similarity set and other elements was
generally large. Therefore, variance ratio is se-
lected to obtain minimum similarity set.

The definition of variance is as

V=@~ + (&, —2)*+
e (@, — )P /n

where x, s25 5+ s x, are the data, s the average,
and n the number of data. In our scheme, ascend-
ingly-sorted data in similarity set are selected one
by one to calculate variance ratio, and then the
upper bound of a minimum similarity set is deter-
mined by the comparison between variance ratio
and the threshold. After several experiments, we
revealed that before joining the upper bound ele-
ment of the minimum similarity set, variance ra-
tios were within ten and with smaller changes.,
but after joining the upper bound element, a mu-
tation of hundreds even thousands of variance ra-
tio emerged. Therefore, the threshold of variance
ratio is selected as 10 here. The specific algorithm
in pseudo-code is described as:

Input: The number of leaf nodes on layer i:n

Similarity set of all node pairs on layer: :
St

The size of the set S;: L=nX(n—1)/2

The threshold of variance ratio;: R=K

Minimum similarity set of leaf nodes on layer
i: M, =0

Output: M,

Begin

S, = {51.2 951.39°° 981, 952.3952,49°

Sort similarity in S; ascendingly and get simi-
larity set in ascending order Si = {s..55c.asSe.s»
«««}, wherea,b,c,dse, f € [1,n].

Select the first and the second smallest simi-
larities from S, (that is s, 5., )to calculate their
variance V, according to the variance formula; In
the same way select the first three smallest simi-

larities from S, (that is s, +5.4+5.., ) to calculate

their variance V, ;

IV, #0
then calculate variance ratio of V, and V.
\%2
R;., :‘72 H
For j={4,5,-+,L} do
Begin
IR, ,,»>=K then
Begin

Take j — 2 as the upper bound of the
minimum similarity set of leaf nodes on layeri ;
Add the first j — 2 smallest similarities
from S, to set M, ;
Break;
End
If R;,;,< K then
Begin
Calculate the variance V; of the first
j smallest similarities from S, to ;
Hv,, #0

then calculate variance ratios V; and

Vi
R; :‘Xil ;
End;
End;
End;
2.2.2 Incompatible K-Bucket

Incompatible K-Bucket is an array of linked
lists based on the minimum similarity set . The
leaf node pairs in the minimum similarity set uni-
formly map to the incompatible relations between
the first node and its subsequent nodes in each
linked list, while the first node in each linked list
constitutes the set of leaf nodes in layer i. Take
the set of leaf nodes in a certain layer {5.7,8,10,

11} for example. Firstly, build initial incompati-
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ble K-Bucket and only one node leads each linked
list, as shown in Fig. 2 (a). Assume that the
minimum similarity set is {(5, 8),(5, 10),(7,
8),(8, 10),(7, 10),(5, 11),(8, 11),(7, 11)}.
For the first node pair (5, 8), add incompatible
node 8 to the linked list with the first node of 5,
and add incompatible node 5 to the linked list
with the first node of 8, as shown in Fig. 2(b).
Similarly,add the rest node pairs in the minimum

similarity to the lists and the final incompatible
K-Bucket is shown in Fig. 2(c).

504 5 .——>|8 A
7| A 7| A
ik ISR
10 | ~ 10 | ~
1| » 11 [ A

(a) Initial incompatible (b) One procedure of incompatible

K-Bucket K-Bucket
5 8 10 11 [ »
7 8 10 11 | »~
8 5 7 10 11
10 5 8 7N
11 5 8 71 A

(c) Final incompatible K-Bucket

Fig. 2 Establishment of incompatible K-Bucket
2.2.3 Leaf node clustering algorithm

Leaf nodes in layer i are clustered based on
incompatible K-Bucket. First, suppose the leaf
nodes in layer i are divided into two categories,
set 1 and set 2, whose representative elements are
the first and the second nodes of the first linked
list in incompatible K-Bucket, respectively. For
the leaf node in addition to the two representative
elements, its incompatible nodes in incompatible
K-Bucket ( that is all subsequent nodes of the
linked list where it is the first node) are compared
with all the elements in set 1. If they are all dif-
ferent, then add the leaf node to set 1. If there is
at least one same node, then compare its incom-
patible nodes with all the elements in set 2. If
they are all different, then add the leaf node to set

2, otherwise build a new category set 3 and add

the leaf node to set 3. By that analogy. we finally
get the clustering sets of leaf nodes in layer i.
The specific algorithm in pseudo-code is described
as follows.

Leaf node clustering algorithm based on in-
compatible K-Bucket.

Input: the number of leaf nodes in layer i: n

Set of leaf nodes in layeri : N, ={x; .2,
Z, ).

Incompatible K-Bucket of leaf nodes in layer ¢
: K _Buffer; , where the order of the first node in
each linked list is same as set N; , that is x; »x; »
LT,

Output: clustering sets of leaf nodes in layer
7:Set; s Sety 5+

First, suppose the leaf nodes in layer i are
divided into two categories, Set; = & and Set, =
. And the number of leaf nodes category is
SetNum = 2. Assign the first and the second
nodes (assumed to bea andb , a,b € N, anda #
b)of the first linked list ( K_Buffer;[0] ) in in-
compatible K-Bucket to Set, and Set, , respective-
ly, that is, Set,={a},Set, = {b}.

Forj={1,2,-,n} do

Begin
Hfz; #aandx; #b then
Begin
Fork=1{1,2,++,SetNum} do
Begin

Compare incompatible nodes of the first node
x; of thej th linked list ( K_Buffer;,[j—1]) in in-
compatible K-Bucket(that is all subsequent nodes
alter z; of the jth linked list) with all the ele-
ments in Set, one by one;
If incompatible nodes of x; and all the ele-
ments in Set , are all different then
Begin
add x; to Set, . that is
x; € Set, ;
Break;
End
If there is at least one node in Set, same with
z; and incompatible nodes of x; then
Continue;

End
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If incompatible nodes of x; and the elements
in existing SetNum categories all have the same
then

Begin

SetNum=SetNum—+1;
Build a new category Sets.num 3
Add x; to Setsenum » that is x; € Setsenum
End;
End;
End;

2.3 Inference of hierarchical clustering network

topology with changing TTL

Now a layered network topology which is
clustered in each layer is obtained by TTL hierar-
chical algorithm and similarity clustering algo-
rithm. It is essential that how to merge and con-
nect the lower clustering set and the upper cluste-
ring set to obtain a complete network topology.
For instance, Fig. 3 shows a hierarchical cluste-
ring network topology. The first layer is source
node. The second layer contains two clustering
sets A and B while the third layer contains sets C
and D. There are 9 solutions to merge and con-
nect the lower and the upper clustering sets to-
gether. Suppose it is corresponding to an unorde-
red tree. There are 6 merge connection solutions
which are shown in Fig. 4. Through analyzing the
network topology structure in these solutions, we
find that the number of shared links and shared
routers are not the same between each clustering
set in each solution. On basis of this and the trac-
eroute method, we obtain the number of shared
routers between each clustering sets through
changing the TTL value of long sandwich probe
packets to infer the network topology.

The sandwich probe measurement method
shows that the queuing delay is generated by
store-and-forward when the long packets pass
through the routers, which is related with the
number of shared routers. As long as the long
packet and the short packets still share links,
queuing delay will increase with an increasing
number of shared routers. Once the long packet

is separated from the short packets, queuing de-

@ Layer 1

Layer 2

Layer 3

Fig. 3 Hierarchical clustering network topology

(a) Solution one (b) Solution two (c) Solution three

(d) Solution four

(e) Solution five () Solution six
Fig. 4 Merge connection solutions to hierarchical clus-

tering network

lay will remain unchanged as the second short
packet is no long affected by long packet.

In our method, the source node sends sand-
wich probe. TTL value of the long packet starts
from 1 and pluses one by one to two different
clustering sets. Meanwhile, the similarity of the
two clustering sets is calculated. The TTL value
at the turning point where the similarity stops ris-
ing and begins to be unchanged equals to the
number of shared routers of the two clustering
sets. Since the TTL value of the long packet is no
larger than hop count of nodes in clustering sets,
with limited sandwich probe packets we can get
the number of shared routers among all clustering

sets and then infer the complete network topology.
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3 Experimental Evaluations

In order to verify network topology inference
method based on hierarchical clustering, we con-
ducted simulations with lighter and moderate net-
work load based on NS-2. 26 by controlling the
size of background traffic. The simulation topolo-
gy is shown in Fig. 5. Simulation results in the

case of moderate network load are as follows.

The initial TTL value of the probe packet
was set as 128 based on the TTL hierarchical al-
gorithm. The final TTL value was recorded in
leaf nodes. Thus the hop count was calculated.
The layering result based on hop count is shown

in Table 1 and the source node 0 was set as layer 1.

Table 1 Layering result of leaf nodes

Set of leaf nodes
{5, 7,8,10, 11}
{13, 14, 15, 16, 17, 18, 19}

Layer Hop count
2 2
3 3

We sent sandwich probe packets to all node
pairs in each layer and the similarity of node pairs
are shown in Tables 2, 3.

Then we clustered the leaf nodes in each lay-

er based on similarity clustering algorithm, and

Table 2 Similarity of node pairs in layer 2

Node pair Similarity

(7,10) 0.002 809 76

Node pair Similarity

5,7 0.004 018 70

(5,8) 0.002 675 85 (7,11 0.003 150 48

(5,10) 0.002 740 73 (8,10) 0.00 280 488

(5,11 0.002 851 09 (8,1D) 0.002 975 24

(7,8) 0.002 800 00 || (10,11)  0.004 023 58

Table 3 Similarity of node pairs in layer 3

Node pair Similarity Node pair Similarity
(13,14)  0.007 380 70 || (15,16)  0.007 615 60
(13,15 0.002 897 65 (15,17 0.007 617 00
(13,16)  0.002 423 25 || (15,18)  0.003 511 60
(13,17)  0.002 424 45 || (15,19)  0.003 535 67
(13,18) 0.002 249 74 (16,17 0.007 617 00
(13,19 0.002 355 04 (16,18) 0.003 037 20
(14,15)  0.003 167 65 || (16,19)  0.003 059 67
(14,16) 0.002 693 25 (17.,18) 0.002 710 12
(14,17)  0.002 694 45 || (17,19)  0.002 822 27
(14,18)  0.002 519 74 || (18,19)  0.007 113 65
(14,19) 0.002 585 04

the clustering result is shown as follows(Fig. 6).

Layer 1

Fig. 6 Hierarchical clustering network topology

Each clustering set was represented by a cap-
ital letter, namely A={5,7}, B={8}), C ={10,
11}, D={13,14}, E={15,16,17}, F={18,19}.
After successively sending sandwich probe pack-
ets with changing TTL value to the clustering
sets, we obtained the similarity of each two clus-
ter sets, as shown in Fig. 7. The number of
shared routers between clustering sets A and D,
B and E, C and F was two while the number of
shared routers between the other clustering sets
was one. It is easy to infer the whole network to-
pology. as shown in Fig. 8, the number of shared
routers.

Compare Fig. 8 with Fig. 5, the network to-
pology inferred from network topology inference
method based on hierarchical clustering is exactly
the same with origin network topology. And to-
pology inference method based on hierarchical
clustering for 4-layer network topology can be

verified. In order to verify inference algorithm
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Fig. 7 Variation of similarity between clustering sets

and changing TTL

Fig. 8 Network topology inference based on hierarchical

clustering network topology

when increase the level of network topology, dif-
ferent simulations were conducted for 5-layer and
6-layer network topology under lighter and mod-
erate network loads, and the simulation results

are shown in Table 4.

Table 4 Topology inference accuracy rate with different to-

pology levels under different network loads

Topology level Lighter load Moderate load

1 100 100
5 100 93.33
6 86.67 73.33

Accuracy rate of hierarchical clustering net-
work topology inference algorithm in lighter load
case was higher than that of moderate load case.
We infered that the algorithm works well in light-
er load network environment. Table 4 also shows
that as the network level increases, accuracy rate
of the algorithm will be slightly reduced, but still
relatively high.

We further discovered that the algorithm
could reduce the measuring flow. Traditional net-
work topology inference based on network tomo-
graphy has to measure the similarity of all node
pairs with (N — N) /2 measuring flow when the
network topology contains N leaf nodes. Howev-
er, the proposed method assumes that the leaf
nodes are divided into T layers and each layer
contains M leaf nodes, and N=MT . After simi-
larity clustering, all leaf nodes are divided into S
clustering sets. The measuring flow includes two
parts: One part is the similarity of node pairs in
each layer, where the flow is (M* —M) /2, so
the flow (M*T — MT) /2 with T layers; the other
is the similarity of all the clustering sets where
the flow is (§* — S) /2. Thus the total measuring
flow is (M°T—MT+S*—S) /2.
M «N/2,S<« N, so there is S°N*,S <« N*/2,
S — S <« N*/2, (M*T—MT)= (NM — N) <

(-

In general,

N). Then %(MzT—MT)+%(SZ—S)<

%N(N—l). The complexity is O(N?) .

While in Refs. [ 9, 10], the complexity is
dominated by the calculation of the merging op-
tions, which corresponding to O(| EVT |* X
| VVT |®) , where | VVT | the number of nodes
in the network virtual topology and | EVT | the
number of links connecting them. | VVT | equals
to N. Compared with these network topology in-
ference based on network tomography, our meth-
od can basically ensure high accuracy of topology
inference with effectively decreasing measuring
flow, thus improves the efficiency of topology in-

ference.

4 Conclusions

A unicast network topology inference algo-
rithm based on hierarchical clustering is proposed
and the simulation test is conducted on the NS-2.
The experiment result shows that the network to-
pology inference can basically ensure high accura-
cy of topology inference while effectively decrea-
ses measuring flow, thus improves efficiency of

topology inference. How to further infer the
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physical topology of network is our future work.
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